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Preface

Seminar on Numerical Analysis 2023 (SNA'23) held in Ostrava is the sixteenth meeting in a series
of SNA events. The previous meetings were held in Ostrava 2003, 2005, Monínec 2006, Ostrava
2007, Liberec 2008, Ostrava 2009, Nové Hrady 2010, Roºnov 2011, Liberec 2012, Roºnov 2013,
Nymburk 2014, Ostrava 2015, 2017, 2019, and 2021 (online). SNA events help to join the Czech
research community working in the �eld of numerical mathematics and computer simulations.
The scope of the seminar ranges from mathematical modelling and simulation of challenging
engineering problems, to methods of numerical mathematics, numerical linear algebra, and high-
performance computing.

Going to the history, let us brie�y remember two of the key
persons of the SNA events, Professors Ivo Marek (1933�
2017) and Radim Blaheta (1951�2022). Ivo Marek, a pro-
fessor at the Charles University and the Czech Technical
University in Prague, was for many decades one of the
best-known Czech mathematicians, who contributed signif-
icantly to the development of computational methods and
numerical analysis. At the same time, he was an excel-
lent teacher. SNA 2003 was organized on the occasion of
Ivo's seventieth birthday (meaning that he would be ninety
this year) and followed on his previous organization e�ort.
Ivo was also a member of Programme Committee of SNA
events till 2017.

Radim Blaheta, Ivo's student, was a well-known researcher,
the head of a mathematical department and the director at
the Institute of Geonics of the Czech Academy of Sciences.
At the same time, he was a professor at the V�B�Technical
University of Ostrava. Radim was interested in numerical
mathematics, computer sciences, geotechnical and environ-
mental real-world problems and other scienti�c disciplines.
He was an excellent organizer of many national and inter-
national scienti�c events. In particular, he was a co-founder
of SNA and the main organizer of all these events held in
Ostrava or Roºnov.

Radim Blaheta and Ivo Marek.
SNA'13, Roºnov pod Radho²t¥m.

Ivo and Radim were very good friends with a very cordial and warm social nature, which signi�-
cantly in�uenced the atmosphere of the SNA events. Unfortunatelly, they can no longer be with
us, but we keep them in our minds and hearts. More information about them can be found in
[1, 2].

This SNA'23 is dedicated to the memory of Prof. Radim Blaheta, who passed away last year.
The conference has about 85 participants. The following researchers from abroad accepted our
invitation: Prof. Svetozar Margenov (Bulgaria), Prof. Maya Neytcheva (Sweden), Prof. Peter
Arbenz (Switzerland), Prof. János Karátson (Hungary), Prof. Yousef Saad (USA, on-line), Prof.
Jan Mandel (USA, on-line), and Prof. Bed°ich Sousedík (USA, on-line).



The scienti�c programme of SNA'23 includes the Winter school with the following tutorial lec-
tures focused on selected important topics within the scope of the seminar:

� M.Bére²: Solution of PDEs with uncertainties in parameters by the stochastic
Galerkin method with geotechnical applications

� M.Ladecký: Discrete Green's operator preconditioning: Theory and applications

� S. Pozza: Matrix decay phenomenon and its applications

� J. Stebel: Poroelasticity: Mathematical modelling, numerical solution and applications

� Z. Strako²: Numerical approximation of the spectrum of self-adjoint operators
and an un�nished chat with Radim Blaheta

The Winter school was suggested by Prof. Zden¥k Strako² (other SNA co-founder) within SNA
2005. Then, it became a regular part of the SNA events. Therefore, we are very glad that Zden¥k
has accepted our invitation to give one of tutorial lectures.

Beside the Winter school, SNA'23 includes 38 short oral presentations and 12 posters. Some
of the contributions contain memories of Professors Radim Blaheta, Ivo Marek, and also Owe
Axelsson, an excellent mathematician well-known over the whole world and our colleague for
many years. Owe passed away last year, too.

Finally, let us wish all participants to enjoy the scienti�c programme, as well as the accompanying
social events. We hope you �nd the lectures interesting and inspiring.

On behalf of the Programme and Organizing Committees of SNA'23,

Ji°í Starý and Stanislav Sysala
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Direct construction of reciprocal mass matrix

and higher order �nite element method

R.Cimrman 1, R.Kolman 1, J.A.González 2, K.C. Park 3

1 Institute of Thermomechanics of the CAS, Prague
2 Escuela Técnica Superior de Ingeniería, Universidad de Sevilla

3Department of Aerospace Engineering Sciences, University of Colorado at Boulder

1 Introduction

When solving dynamical problems of computational mechanics, such as contact-impact problems
or cases involving complex structures under fast loading conditions, explicit time-stepping algo-
rithms are usually preferred over implicit ones [3, 1]. The explicit schemes, instead of solving
a linear(ized) system with the full implicit scheme-related matrix (including sti�ness matrix),
require inverting only the e�ective mass matrix. To avoid solving a linear system in each time
step, the explicit schemes are usually used with a mass matrix lumping technique resulting in a
diagonal (lumped) mass matrix (LMM). Such a combination is e�cient and moreover dispersion
errors in wave propagation are partially eliminated by using the largest possible time step size
that is allowed by a scheme's conditional stability. However, the lumping schemes for higher order
FE approximations constitute an open problem, as demonstrated e.g. in [2], where the row-sum
lumping algorithm [1] was used with the isogeometric analysis (IGA) and its accuracy was lim-
ited to second order even for higher orders of the NURBS basis. The row-sum lumping method
in particular leads, for higher order approximations, to negative LMM entries/eigenvalues when
used with the standard Lagrange polynomial or serendipity bases.

An alternative to lumping with advantageous properties, the reciprocal mass matrix (RMM)
is an inverse mass matrix that has the same sparsity structure as the original consistent mass
matrix (CMM), preserves the total mass, captures well the desired frequency spectrum and leads
thus to e�cient and accurate calculations. The RMM concept was introduced in [8], including
selective mass scaling. In [4] a new RMM formulation via the method of Localized Lagrange
multipliers (LLM) has been proposed, see [7] and [6]. This formulation was then extended for
the IGA in [5]. The LLM-based RMM has the form:

M−1 = A−TCA−1 , (1)

where A is a diagonal dual-basis projection matrix and C is an element-by-element assembled
reciprocal mass matrix. E�ciently constructing the diagonal A is the key issue of the algorithm.
It was shown in [4] thatA corresponds to the row-sum lumped mass matrix. Thus, the challenges
of higher order lumping apply also to the RMM.

2 The RMM Algorithm

The three-�eld variational form of the Hamilton's principle of the minimal action for constrained
elastodynamics [4] is de�ned in terms of the displacement u and momentum p ≡ ρv �elds and
the Lagrange multipliers ℓ. After the FE discretization

u(ξ) = Nu(ξ) u, p(ξ) = Np(ξ) p, ℓ(ξ) = δ(ξ − ξi) λ , (2)
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the following semi-discrete system is obtained:

Aṗ+Bλ = f −Ku ≡ r , Equilibrium equation (3)

ATu̇−Cp = 0 , Momentum equation (4)

BTu = ū , Boundary conditions (5)

where the projection matrix A and reciprocal mass matrix C are assembled from

Ae =

∫
Ωe

NT
u Np dΩ , Ce =

∫
Ωe

1
ρN

T
p Np dΩ , (6)

B is the boundary assembly operator, f the external forces vector and K the sti�ness matrix.

By eliminating ṗ = C−1ATü from (3) we have(
AC−1AT

)
ü+Bλ = r , (7)

which inspires the RMM in the form

M−1 = A−TCA−1 . (8)

The local dual shape functions [4]

Np(ξ) = ρ(ξ)Nu(ξ)(M
A
e )

−1ML
e (9)

de�ned in terms of the averaged element mass matrix (AMM)

MA
e = βML

e + (1− β)MC
e ,whereβ ∈ [0, 1] , (10)

and the lumped element mass matrix ML
e lead to the diagonal

Ae =

∫
Ωe

NT
uNp dΩ =

( ∫
Ωe

ρ(ξ)NT
uNu dΩ

)
(MA

e )
−1ML

e = ML
e (11)

and Ce = AT
eM

−1
e Ae. After assembling A =

Ne

A
e=1

Ae, C =
Ne

A
e=1

Ce, the RMM can be easily

computed using (8).

3 Example: Transient Simulation

The following example illustrates a single aspect of the RMM approach � the computational
e�ciency. It simulates an impact on a rigid wall of a 2D block domain (100 × 100 elements)
of dimensions 5 × 5 mm2, with the elastic properties E = 200 GPa, ν = 0.3 and the density
ρ = 7800 kg/m3 and the initial velocity u̇ = [−1, 0] m/s.

A critical time step for each setting � the Lagrange bases of orders 1�3, AMM/RMM and
β ∈ {0, 0.5, 1} � is determined using an eigenvalue analysis of the maximum angular frequency
ωmax as 2/ωmax. The explicit central di�erence method is used for the time integration. The
y-axis displacement of the top-right corner is traced for t ∈ [0, 3] µs, denoted below by uy(t).

The RMM results agree very well with AMM for the same settings of other parameters, as shown
in Fig. 1. Timing results are summarized in Tab. 1 for the approximation orders 1�3. Note that
AMM(β = 0) is CMM, while AMM(β = 1) is LMM and RMM(β = 1) is equivalent to LMM.
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Figure 1: Impact problem. A), B) Final states for CMM resp. RMM(β = 0.5) C) Top-right
corner displacement time histories uy(t) for all parameter sets. D) The energies calculated with
the approximation order 3.

The solutions are represented by the error de�ned as ||e|| ≡ (
∫ tfinal
0 (uy(t)− urefy (t))2 dt)

1
2 , where

the time histories uy(t), see Fig. 1-C, are compared to the reference solution, chosen arbitrarily1

as the solution corresponding to the order 1, β = 0 and CMM. Other result columns show the
critical time step, the total number of steps, the solution elapsed time tsol and the ratios tRMM

sol

tAMM
sol

.

4 Conclusion

We have presented the key notation and concepts of the RMM algorithm and outlined the
lumping-related challenges for using the RMM algorithm with higher order FEM. The RMM
algorithm's e�ciency was numerically demonstrated. The conference presentation will focus on
the practical usability of the RMM in connection with higher order FEM and illustrate the issues
using numerical examples.

Acknowledgement: This work has been supported by the grant 23-06220S of the Czech Science
Foundation.

1The purpose of this column is to compare the closeness of RMM and AMM solutions with other parameters
being the same. The reference solution is not the exact solution.
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∆t [ns] Nstep tsol [s] ||e|| tRMM
sol

tAMM
sol

[1]
order #DOFs beta alg.
1 20301 0.0 AMM 4.3 694 7.1 0 -

RMM 3.9 763 1.2 3.86 · 10−12 0.17
0.5 AMM 6.9 437 4.6 2.08 · 10−12 -

RMM 6.9 438 0.7 1.47 · 10−12 0.15
1.0 AMM 8.4 357 0.5 3.02 · 10−12 -

RMM 8.4 357 0.5 3.02 · 10−12 0.96
2 80601 0.0 AMM 1.9 1557 74.6 2.55 · 10−12 -

RMM 1.8 1673 10.4 2.55 · 10−12 0.14
0.5 AMM 2.7 1121 53.8 2.54 · 10−12 -

RMM 2.7 1127 6.9 2.54 · 10−12 0.13
1.0 AMM 3.1 960 4.7 2.53 · 10−12 -

RMM 3.1 960 4.9 2.53 · 10−12 1.04
3 180901 0.0 AMM 1.1 2640 271.6 2.54 · 10−12 -

RMM 1.1 2811 49.2 2.46 · 10−12 0.18
0.5 AMM 1.6 1925 197.4 2.54 · 10−12 -

RMM 1.6 1929 34.3 2.53 · 10−12 0.17
1.0 AMM 1.7 1749 23.9 2.55 · 10−12 -

RMM 1.7 1749 24.1 2.55 · 10−12 1.01

Table 1: Comparison of solution times.
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Block preconditioning with approximate inner solvers

for incompressible �ow problems based on IgA discretization

J. Egermaier, H.Horníková

Department of Mathematics, Faculty of Applied Sciences, University of West Behemia, Pilsen

1 Introduction

We focus on e�cient numerical solution of the steady incompressible Navier�Stokes equations
(NSE) using our in-house solver based on the isogeometric analysis (IgA) approach. The B-
spline/NURBS discretization basis has several speci�c properties di�erent from standard �nite
element basis, most importantly a higher interelement continuity leading to denser matrices. Our
aim is also to developed e�cient solver of these systems by a preconditioned Krylov subspace
method. Based on our comparison of ideal versions of several state-of-the-art block precondition-
ers for linear systems arising from the IgA discretization of the incompressible NSE [2], suitable
candidates have been selected. In this contribution, we focus on e�cient approximate solvers
suitable for solving subsystems within these preconditioners.

2 Numerical model and block preconditioning

The mathematical model on bounded domain Ω ⊂ Rd is based on the incompressible Navier�
Stokes equations together with boundary conditions

−ν∆u+ (u · ∇)u+∇p = 0 in Ω,
∇ · u = 0 in Ω,

(1)

where u is the �ow velocity, p is the kinematic pressure and ν is the kinematic viscosity. The
nonlinear problem (1) is linearized by Picard method and discretized using isogeometric analysis
approach, see [1] for details. We limit ourselves to the B-spline discretization basis in this work.
The discretization, similarly to �nite element method, leads to a sparse non-symmetric linear
system of saddle-point type [

F BT

B 0

] [
u
p

]
=

[
f
g

]
, (2)

where F is block diagonal with the diagonal blocks consisting of the discretization of the viscous
term and the linearized convective term, BT and B are discrete gradient and negative divergence
operators, respectively. Krylov subspace methods are the most commonly used in similar appli-
cations and can be very e�cient if combined with a good preconditioning technique. Since our
matrices are non-symmetric, we choose a Krylov subspace method GMRES.

In contrast of standard �nite element method, the B-spline basis is generally of higher continuity
across the element boundaries. This leads to denser matrices, which makes the linear system
more expensive to solve. We are interested in the convergence behavior of the preconditioned
GMRES with several block preconditioners based on the decomposition[

F BT

B 0

]
=

[
I 0

BF−1 I

] [
F 0
0 S

] [
I F−1BT

0 I

]
, (3)
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where S = −BF−1BT is the Schur complement, which is approximated in di�erent ways.
The tested preconditioners are LSC (Least-Squares Commutator), PCD (Pressure Convection-
Di�usion), and MSIMPLER (Modi�ed Semi-Implicit Method for Pressure Linked Equations).
An overview of these preconditioners can be found e.g. in [3].

3 Numerical experiments

We present comparisons of the iterative solution of the linear systems mentioned above for a
well known benchmark problem of �ow over the backward facing step in 2D. The linear systems
are solved with the GMRES method with no restarts preconditioned with the LSC, PCD and
MSIMPLER preconditioners. The main attention is devoted to the e�ciency of approximate
inner solvers for solving subsystems within these preconditioners. We compare the convergence of
GMRES for di�erent con�gurations of solvers, discretizations with various degree and continuity,
di�erent values of viscosity and di�erent mesh re�nements.

We consider inner solvers based on geometric multigrid and compare several approaches based on
di�erent smoothers - "standard" Gauss�Seidel, Macro Gauss�Seidel, SCMS (Subspace Corrected
mass smoother) and ILUT (incomplete LU decomposition with double threshold strategy). We
also include an inner solver based on several iterations of a preconditioned Krylov subspace
method in the comparison. This approximate solvers are compared with respect to the in�uence
on GMRES convergence and also with respect to the e�ciency of computation.

4 Conclusion

It turns out that the multigrid method with the ILUT smoother is an e�ective approximate
solver of systems with the matrix F. This method can also be used for solving systems within
Schur complement approximations, but even in cases of higher degree of discretization and low
continuity, a higher �ll factor is needed and thus the method is not so e�cient. E�ciency of
other smoothers depends on the chosen discretization. The PCD preconditioner turns out to be
very robust considering the possibilities of using di�erent approximate solvers.

Acknowledgement: This work has been supported by Technology agency of the Czech Republic
by the grant TK04020250.
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Guaranteed lower bounds to e�ective PDE parameters

L.Gaynutdinova, M. Ladecký, I. Pultarová, J. Zeman

Czech Technical University in Prague

1 Introduction

We are interested in computing guaranteed lower bounds of the e�ective (homogenized) coe�-
cients of steady state heat and linear elasticity operators de�ned in 2D or 3D domains. Speci�-
cally, we compare several �nite element (FE) approximation spaces of the respective dual prob-
lems. For the heat equation de�ned on 3D domains, we show that these spaces can be built from
the standard Lagrange as well as from the Nédélec [1, 3, 4] FE basis functions. However, the
latters yield larger systems of linear equations structured less favorably for FFT based precon-
ditioners. We also show that Lagrange FEs cannot be used for linear elasticity dual problem;
instead we employ the Bogner-Fox-Schmit functions [5].

2 Heat equation, duality, Lagrange and Nédélec FE �elds

Solving the homogenized (e�ective) conductivity reads to �nd Ceff ∈ Rd×d such that

αTCeffα =
1

|Y |
min

u∈H1
per

∫
Y
(C(α+∇u), α+∇u)Rd dx, (1)

where α ∈ Rd, Y ⊂ Rd is a rectangle or a hexahedron, d = 2 or 3, respectively, and C : Y → Rd×d;
see e.g. [6]. The variational approach and any FE discretization of (1) naturally yield an upper
bound to Ceff which would be guaranteed if the solution was exact. The lower bounds to Ceff

can be obtained by solving the dual problem: �nd Ceff,dual such that

βTCeff,dualβ =
1

|Y |
min

v∈Hdiv,0
per,mean,0

∫
Y
(C−1(β + v), β + v)Rd dx, (2)

holds for any β ∈ Rd. Since (Ceff,dual)−1 = Ceff and any FE discretization yields an upper
bound to Cdual,eff , we thus obtain a desired lower bound to Ceff . Provided that β = Ceffα, the
minimizers u0 ∈ H1

per of (1) and v
0 ∈ Hdiv,0

per,mean,0 of (2), respectively, are connected via

Ceffα+ v0 = C(α+∇u0), α ∈ R3. (3)

Derivation of the dual problem as well as choices of approximation spaces and practical imple-
mentations of numerical methods were presented in [3, 2, 6]. The trivial upper and lower bounds
are obtained by setting u = 0 and v = 0 in (1) and (2), respectively,(

1

|Y |

∫
Y
C−1 dx

)−1

≤ Ceff ≤ 1

|Y |

∫
Y
C dx. (4)

For numerical solutions, (3) does not hold2. To obtain an approximation to v0 from u0 we must
�rst get a conforming approximation ṽ0 ∈ Hdiv,0

per,mean,0 to v0 and then minimize (2) with respect

to 1D subspace of Hdiv,0
per,mean,0 generated by ṽ0.

2If u0 is a FE minimizer of (1), then v0 may not be conforming, because it only ful�lls
∫
Y
∇ϕ · v0 dx =∫

Y
∇ϕ · C(α+∇u0) dx = 0 for all FE basis functions ϕ, but not for all functions from H1

per.
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To obtain an approximate solution of (1) we usually use the FE method with Lagrange basis
functions, i.e. continuous and piecewise linear functions on a triangular or tetrahedral mesh.
Assuming element-wise constant data, we can compute the sti�ness matrix and the right hand
side vector exactly. The smallest guaranteed upper bound to Ceff can then be obtained from the
exact solution of the linear system. To solve (2) numerically, we can use Lagrange FEs again.
Assuming element-wise constant data, we can obtain the matrix and the right hand side exactly,
and thus we get guaranteed lower bounds to Ceff . Note that piece-wise linear and continuous
�elds are su�cient to yield conforming approximation of Hdiv,0

per,mean,0 (by their partial derivatives)
de�ned on 3D domains. Details of this approach as well as the theoretical background can be
found e.g. in [2]. First order Nédélec FE �elds de�ned on triangles [3, 4] are usually used to
approximate Hdiv spaces. In 2D, these �elds have six DOFs in every element, and the zero
divergence condition imposes an additional restriction which can be enforced by a projection or
using the Lagrange multipliers. Periodic boundary conditions and zero average condition must
also by applied. These additional requirements prevent obtaining the system that is favorable
for FFT-based preconditioners.

Based on the above conclusions, we can obtain the lower and upper bounds to the e�ective
conductivity Ceff in a few di�erent ways. In particular, we can compare:

� upper bounds Ceff,U
n obtained by discretizing (1) by using Lagrange FEs

� lower bounds Ceff,L,Ned
n obtained by discretizing (2) by using Nédélec FEs

� lower bounds Ceff,L,Lag
n obtained by discretizing (2) by using Lagrange FEs

� trivial lower bounds Ceff,L,triv
n obtained by using v = 0 in (2), i.e. using the leftmost term

in (4)

� lower bounds Ceff,L,proj
n obtained by getting the nearest (in L2 sense) conforming �eld ṽ0n

to the solution of discretized (3)

� lower bounds Ceff,L,proj,optim
n obtained by optimizing (2) in the 1D space generated by ṽ0n

For this set of lower and upper bounds to Ceff we have the following inequalities. The inequalities
between matrices are de�ned as

A ≤ B ⇐⇒ αTAα ≤ αTBα, α ∈ Rd.

Lemma 1. The following inequalities hold true

Ceff,L,triv
n ≤ Ceff,L,Ned

n ≤ Ceff,U
n

Ceff,L,proj
n ≤ Ceff,L,proj,optim

n ≤ Ceff,L,Lag
n ≤ Ceff,U

n

Ceff,L,triv
n ≤ Ceff,L,proj,optim

n .

Proof. The proof can be found in the manuscript which is currently being prepared.

Example 1. Let us consider Y = (−π, π)× (−π, π), and the mesh n1 = n2 = 16 or 32. Let the
conductivity tensor be

C(x1, x2) =

(
4.1 + sign(sin(2x1) cos(2x2)) −2− sign(cos(2x2))

−2− sign(cos(2x2)) 5 + sign(sin(2x1) cos(2x2))

)
.
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The obtained elements of lower and upper bounds to Ceff are summarized in the following
table, where the columns L-triv, L-proj, L-proj-optim, L-Lag, L-Ned, and U-Lag correspond to
Ceff,L,triv
n , Ceff,L,proj

n , Ceff,L,proj,optim
n , Ceff,L,Lag

n , Ceff,L,Ned
n , Ceff,U

n , respectively. The approximate
inequality symbol ≲ denotes that the inequality is not guaranteed, but it is likely because one
approximation space has more DOFs that the other.

n1 = n2 = 16 L-triv ≲ L-proj ≤ L-proj-optim ≤ L-Lag ≲ L-Ned ≤ U-Lag

(Ceff
n )1,1 3.3681 3.6737 3.6738 3.7038 3.7557 3.8052

(Ceff
n )2,2 4.2476 4.7911 4.7915 4.8221 4.8578 4.9050

(Ceff
n )1,2 -2.4175 -2.0826 -2.0804 -2.0702 -2.0541 -2.0278

n1 = n2 = 32 L-triv ≲ L-proj ≤ L-proj-optim ≤ L-Lag ≲ L-Ned ≤ U-Lag

(Ceff
n )1,1 3.3681 3.7259 3.7259 3.7364 3.7576 3.7769

(Ceff
n )2,2 4.2476 4.8339 4.8339 4.8445 4.8596 4.8777

(Ceff
n )1,2 -2.4175 -2.0661 -2.0660 -2.0597 -2.0530 -2.0421

Example 2. Let us consider Y = (−π, π)× (−π, π), and the mesh n1 = n2 = 16 or 32. Let the
coductivity tensor be

C(x1, x2) = (1 + 0.45 (sign(sin(2x1)) + sign (cos(2x2)))

(
1 0
0 1

)
.

The obtained lower and upper bounds to Ceff are shown in the following table.

n1 = n2 = 16 L-triv ≲ L-proj ≤ L-proj-optim ≤ L-Lag ≲ L-Ned ≤ U-Lag

(Ceff
n )1,1 0.3193 0.7587 0.7607 0.7662 0.7708 0.7765

(Ceff
n )2,2 0.3193 0.7587 0.7607 0.7662 0.7708 0.7765

(Ceff
n )1,2 0 0.0000 0.0000 0.0000 0.0000 0.0000

n1 = n2 = 32 L-triv ≲ L-proj ≤ L-proj-optim ≤ L-Lag ≲ L-Ned ≤ U-Lag

(Ceff
n )1,1 0.3193 0.7672 0.7674 0.7696 0.7712 0.7732

(Ceff
n )2,2 0.3193 0.7672 0.7674 0.7696 0.7712 0.7732

(Ceff
n )1,2 0 0.0000 0.0000 0.0000 0.0000 0.0000

3 Linear elasticity, duality and Bogner-Fox-Schmit functions

Homogenized sti�ness tensor Ceff ∈ R3×3 can be obtained as

αTCeffα =
1

|Y |
min

u∈(H1
per)

2

∫
Y
(C(α+ ∂u), α+ ∂u)L2(Y ) dx,

where α ∈ R3, Y ⊂ R2 is a rectangle,

∂u =


∂u1
∂x1
∂u2
∂x2

∂u1
∂x2

+ ∂u2
∂x1

 , C =

 c11 c12 0
c12 c22 0
0 0 c33

 ,

and the sti�ness tensor C : Y → R3×3 is positive de�nite, measurable and bounded uniformly in
Y . The dual space to the �elds ∂u in (L2(Y ))3 can be arbitrarily closely approximated by the
�elds

v =

(
∂2φ

∂x22
,
∂2φ

∂x21
,− ∂2φ

∂x1∂x2

)
,

where φ are the BFS functions [5].
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Lemma 2. If φ is Y -periodic, then each component of v has zero mean in Y and ful�lls periodic
boundary conditions on ∂Y .
Proof. The proof can be found in the manuscript which is currently being prepared.

Example 3. Let us consider the linear elasticity problem with the sti�ness tensor

C =

 7 + sign(s1s2) −2− sign(s2) 0
−2− sign(s2) 7 + sign(s1s2) 0

0 0 3 + 2sign(s2)sign(s1)

 ,

where sj = sin(2xj), j = 1, 2, x ∈ Y = (−π, π) × (−π, π). The following triples of matrices
are obtained as (from left to the right) a trivial lower bound corresponding to (4), the lower
bound obtained by applying the BFS FEs, and the upper bounds obtained from Lagrange FEs,
respectively, for the mesh of n1 × n2 nodes, where n1 = n2 = 8 6.844 −2.044 0

−2.044 6.844 0
0 0 1.667

 ≤

 6.893 −2.003 −0.000
−2.003 6.893 0.000
−0.000 0.000 2.065

 ≤

 6.950 −1.998 −0.005
−1.998 6.950 −0.005
−0.005 −0.005 2.618

 ,

or n1 = n2 = 16 6.844 −2.044 0
−2.044 6.844 0

0 0 1.667

 ≤

 6.897 −2.001 0.000
−2.001 6.897 0.000
−0.000 0.000 2.089

 ≤

 6.921 −1.996 −0.004
−1.996 6.921 −0.004
−0.004 −0.004 2.332

 .

The inequalities among the matrices are obviously satis�ed.
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1 Introduction

Heterogeneous catalysis presents an essential chain segment in industrial chemical processes
ranging from oxychlorination of ethylene conducted in a tubular reactor packed with Rashig
rings to conversion of pollutant exhaust gases in automobile catalytic �lters, see Fig. 1. In fact,
heterogeneous catalysis contributes to producing more than 80 % of all chemical products in the
world [1].

Figure 1: Real-life �ow, reaction and temperature in a packed bed reactors and a catalytic �lter.

Having in mind the long term goal of speeding-up the design phase and enabling optimization
of heterogeneously catalyzed reactors, we aim to develop a reliable high-�delity numerical solver
for modeling of such processes. The present contribution is focused on a description of the solver
fundamental working principles, veri�cation of each of the solver components and on presenting
an application of the solver on an industrially relevant case of ethylene oxichlorination performed
in a tubular reactor packed with Raschig rings coated by CuCl2 catalyst.

2 Methods

Solver description The present solver is implemented within the OpenFOAM framework [2].
As such, it is based on a numerical solution of the problem governing equations via the �nite
volume (FV) method. The governing equations are written for non-isothermal heterogeneously
catalyzed �ow of a compressible Newtonian �uid inside an open bounded domain Ω split into free
channels (ch) and porous media (pm) coated by a catalyst, i.e., Ω = Ωch∪Ωpm, Ωch∩Ωpm = ∅ [3].

Marking u the �uid velocity, p pressure, yi molar fraction of the i-th specie, µ dynamic viscosity,
Mg gas molar mass, Rg universal gas constant, and T temperature, the model equations are

∂t(ρu) +∇ · [ρu⊗ u]−∇ · [µ (∇u+ (∇u)⊺)] = −∇p+ ρs

∂t(ρ) +∇ · [ρu] = 0
, ρ =

pMg

RgT
, (1)

∂t(cT yi) +∇ · [ucTyi]−∇ ·
[
Deff

i ∇ (cTyi)
]

= ri, i = 1, . . . ,m, cT =
ρ

Mg
, (2)

∂t(ρ cp T ) +∇ · [ρucpT ]−∇ ·
[
λeff∇T

]
= sh, (3)
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where equations (1) represent the momentum and mass balance, respectively. Equation (2)
stands for the i-th specie balance and equation (3) gives the enthalpy balance. The density ρ is
linked with T and p via the ideal gas state equation. Furthermore, the source term ρs in the
momentum balance (1)1 expresses the additional resistance to the �ow in Ωpm, computed from
the Darcy permeability model.

Reactions in the balance equations for individual reactive species present in the system (2) are
assumed to occur solely in Ωpm. Therefore, we set ri = φνir

c, where φ is volumetric fraction of
the catalytic material, νi is the stoichiometric coe�cient and rc the reaction rate computed from
kinetics. A standard Fickian di�usion of yi is assumed. The e�ective di�usivity coe�cient Deff

i

in (2) is varied within Ω, (i) in the free channels, the di�usion coe�cient is calculated from the
Fuller equation (Deff

i = Dfree
i ), (ii) in the porous media, the free di�usion coe�cient is lowered

by porosity ε and tortuosity τ (Deff
i = Dfree

i · ε/τ, ε < 1, τ > 1).

Finally, the enthalpy balance (3) is formulated with T as the primary variable, all the mechanical
heat sources neglected, and the reference temperature Tref = 0 ◦C. The speci�c gas heat capacity
cp and e�ective thermal di�usivity λeff are treated as temperature-dependent. Furthermore, λeff

in the free channels corresponds to the gas thermal di�usivity, while in the porous media, it
is a convex combination of the gas and the solid material thermal di�usivity. Lastly, sh is the
enthalpy source term caused by the reaction heat.

Overall solution algorithm The system (1)-(3) is solved in a segregated manner via methods
based on the standard SIMPLE, PISO, and PIMPLE algorithms, see, e.g., [4]. However, the
standard pressure-based p−u coupling had to be extended by including the species balances (2)
and the enthalpy balance (3). The discrete version of (1)-(3) is

M(uo,ρo,T o)un +Npo = sf (T
o) ,

N⊺D−1(uo,ρo,T o)Npn = N⊺D−1(uo,ρo,T o) [sf (T
o)−H(uo,ρo)uo] ,

(4)

Pi(u
o,ρo)yni = ri(ρ

o, {yoj}mj=1,T
o), i = 1, . . . ,m , (5)

Q(uo,ρo,T o)T n = sh({yoj}nj=1,T
o) , (6)

where M = D + H, N, P, and Q are matrices arising from FV discretization of the governing
equations, discrete counterparts of functions from (1)-(3) are written in bold font and the old
and new values are denoted by superscripts o and n, respectively. Note that apart from the
dependence on temperature and density, equations (4) represent the standard SIMPLE p − u
coupling. During the solver implementation and testing, it was found out that to improve
the system convergence, it is pro�table to solve the equations as (4)1 →(5)→(6)→(4)2, i.e., to
encapsulate the species and enthalpy balances between the momentum predictor and pressure
equation.

3 Results

Veri�cation of inner mass and heat transport in a spherical particle For the case of a
single reactive specie, �rst order reaction and a spherical catalyst particle, the internal transport
represented by (2) and (3) can be simpli�ed to [5]

ỹ′′ + (2/r̃)ỹ′ = ϕ2ỹ exp [γβ(1− ỹ)/(1 + β(1− ỹ))] , ỹ′(0) = 0 , ỹ(1) = 1 , η = (3/ϕ)y′(1) (7)
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where ỹ = ỹ(r̃) and r̃ stand, in order, for dimensionless concentration and radial coordinate,
ϕ is the Thiele modulus, and β and γ are parameters. In Fig. 2, we compare the e�ectiveness
factor η obtained from (7)4 to the one computed from simulation results. Note the steady states
multiplicity for ϕ = 0.4 achievable by setting a di�erent initial condition.

Figure 2: Comparison of the e�ectiveness factor obtained by the solution of the (7) with the
solution obtained by newly developed solver.

Figure 3: a, b) Comparison of the e�ectiveness factor (η) dependence on the Reynolds number
(Re) for correlation and simulation, c) stream-wise velocity component ux, and CO molar fraction
contours on the longitudinal slice through the domain.

Veri�cation of conjugated inner and outer mass transport The previously veri�ed inner
mass transport can be combined with an outer mass transport. In particular, we study the same
reaction occurring in the same catalyst particle as above, but placed in a �owing gas. Such a sys-
tem is well described by available empirical correlations. Speci�cally, we use approach described
in [6], (i) the Sherwood number (Sh) is computed from the Frössling correlation (8)1, (ii) the
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mass transfer coe�cient (km) is evaluated using the computed Sh (8)2, and (iii) the e�ective-
ness factor (ηcorr) is computed from the analytical solution (8)3. This correlated e�ectiveness
factor is then compared with the one obtained directly from the simulation data by numerically
evaluating the relation (8)4.

Sh = 2.0 + 0.6Re
1
2 Sc

1
3 , km =

ShDfree

2Rsp
, ηcorr =

3

ϕ2
ϕcothϕ− 1

1 + Deff (ϕcothϕ−1)
km Rsp

, ηsim =

∫∫∫
V kcsdV

4
3R

3kc0
(8)

In Fig. 3a and b, the correlated e�ectiveness factors are compared with the simulation results
for cases with Thiele modulus ϕ = 2 and 6, respectively. Di�erent ratios of the di�usivity inside
the particle (Deff) and the free di�usivity (Dfree), typical for real life applications, were studied,
c.f. di�erent colors in Fig. 3a and b. Finally in Fig. 3c, the stream-wise velocity component ux
and CO molar fraction yCO contours on a longitudinal slice through the domain are presented.

Application to ethylene oxichlorination As an example of a real-life application of the de-
veloped solver, we studied oxichlorination of ethylene performed in an industrial tubular reactor.
The reactor itself comprises horizontal tubes of i.d. 28.5 mm and o.d. 31.8 mm cooled by water
evaporation inside the inter-pipe space. The reaction occurs in the gas phase and is heteroge-
neously catalyzed by CuCl2. The reactor tubes are packed with Raschig rings of characteristic
dimension drash = 5 mm coated by the catalyst. A numerical simulation of the complete reactor
tube of length l ≈ 3.5 m is computationally unfeasible and we focused on a 10 cm long section of
the tube placed at 1.4 meters from the inlet. Illustration of the model geometry and qualitative
results is given in the left hand side of Fig. 1.

4 Conclusion

The present work is a part of an ongoing research aimed at development of numerical methods
for studies of heterogeneously catalyzed non-isothermal reactive �ows. We presented fundamen-
tal working principles of a custom solver based on a segregated solution of the �ow governing
equations. Furthermore, several veri�cation tests were outlined as well as a proof-of-concept
application of the solver to simulate a semi-industrial scale model of an ethylene oxichlorination
reactor. With respect to the model �delity, the new solver corresponds to a direct numerical
simulation. As such, it can provide detailed data on the studied processes. However, it is costly
to evaluate. In the future work, we plan to analyze the potential for application of methods
of model order reduction to enable parametric studies or optimizations based on the presented
solver results.
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1 Introduction

Real option pricing is an essential issue of modern investment theory, recognizing important
qualitative and quantitative characteristics of some of the intrinsic attributes of the investment
opportunities, namely, irreversibility of investments, choice of timing and last but not least
uncertainty over the future rewards from investments, see [2]. Since the real options approach
interprets the �exibility value, embedded in a project, as an option premium, various option
pricing techniques are widely used to valuate �exibility, see [7] for a brief overview. Among them
the contingent claims analysis [1] enjoys greater interest in the real options valuation, based on
formulation by a partial di�erential equation (PDE) comparing the change in option/project
values with the change in the value of a suitably constructed portfolio of trading assets.

The real option value depends on several features. Among the most essential ones we can classify
the way, in which we specify the time, at which a given option can be exercised, i.e., (i) only
at the date of expiration, (ii) at �nite discrete set of dates up to expiration or (iii) at any time
between the purchase and the date to expiration. The problem we face is described by PDEs of
the Black-Scholes type, equipped with the terminal condition enforced at time instants resulting
from the speci�c option style considered. Since the early exercise is allowed, closed-form pricing
formulae are not available in general and the valuation should rely on numerical approaches that
take into account properties of a di�erential operator in particular PDE models as well as an
early exercise constraint.

2 PDE models for real options valuation

We brie�y recall PDE models for valuation of project �exibility from [6]. At �rst it is necessary
to describe the value of the project itself and then we are able to �nd the value of its �exibility by
solving the relevant PDEs that link both option and project values. We assume that �uctuations
in project values are tracked back to uncertainty via the output price P , driven by a geometric
Brownian motion with a drift factor r−δ (i.e., risk-free interest rate r > 0 and mean convenience
yield δ > 0) and volatility σ > 0. Further, we denote by V0(P, t) and V1(P, t), for current price P
and time t (in years), the value of the project having no options and with the embedded option
allowing the particular action at a prespeci�ed time T , respectively. Let T ∗ > T be the maximum
lifetime of both projects, when both projects are already worthless, i.e., V1(P, T ∗) = V0(P, T

∗) =
0, P > 0. Next, in line with [1], the value functions V0 and V1 at times t ∈ [T, T ∗) and for P > 0
are characterized as solutions of a couple of deterministic backward PDEs:

∂Vi
∂t

+
1

2
σ2P 2∂

2Vi
∂P 2

+ (r − δ)P
∂Vi
∂P

− rVi︸ ︷︷ ︸
LBS(Vi)

= −φi, i = 0, 1, (1)
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where φ0(P, t) and φ1(P, t) represent (after-tax) cash �ow rates associated with the given project
function.

Subsequently, we introduce the �exibility value function F (P, t) as the di�erence V1(P, t)−V0(P, t)
for all t ∈ [0, T ), that represents the value added to the project function. On the expiration date
(i.e., t = T ), the �exibility value is simply given by

F (P, T ) = Π(P ) ≡ max(V1(P, T )− V0(P, T )−K, 0), P > 0, (2)

where K is implementation costs (if positive) or disinvestment costs (if negative). The function Π
plays the role equivalent to a payo� function with strike K, well-known from �nancial options
pricing. Within the timeline [0, T ), taking into account an equivalence of cash �ow rates, the value
function F satis�es the governing equation with the same Black-Scholes di�erential operator as
in (1), but with zero right-hand side.

The possibility to realize the embedded �exibility known as European constraint is too restrictive
and the choice of timing is more general in practice. Therefore, the Bermudan option style is
partially interesting, allowing exercise at one of the �nite discrete times B = {k∆}⌊T/∆⌋

k=1 ∪ {T},
where 0 < ∆ < T . This early exercise restricted to certain dates imposes an additional constraint
that F (P, t) ≥ Π(P ) for any t ∈ B. Moreover, as ∆ → 0+, we obtain American option style
under constraint F (P, t) ≥ Π(P ) for any t ∈ [0, T ).

There are several approaches how to handle the early exercise feature, among the widely used
ones, just penalty techniques [9] allow us to formulate the pricing problem as follows

∂F

∂t
+ LBS(F ) + qF = 0, P ∈ (0,∞), t ∈ [0, T ), (3)

where the penalty term qF is de�ned to ensure Bermudan constraint by using conditions

qF (P, t) = 0, for t ∈ [0, T )\B, qF (P, t)

{
= 0, if F (P, t) > Π(P ),
> 0, if F (P, t) = Π(P ),

for t ∈ B. (4)

In line with the above, for American constraint, we simply require

qF (P, t) = 0, if F (P, t) > Π(P ), qF (P, t) > 0, if F (P, t) = Π(P ), t ∈ [0, T ). (5)

Note, if we put qF (P, t) = 0, for all P > 0 and t ∈ [0, T ), in the case of a European exercise
right, the penalty approach can be uni�ed for all three option styles considered.

The localization of governing equations (1) and (3) to a bounded interval Ω = (0, Pmax) is
necessary for the subsequent numerical treatment. Therefore we have to impose project as well
as option values at both endpoints P = 0 and P = Pmax. The project values are estimated by
the net present value approach for the given cash �ow rates as follows

Vi(z, t) =

∫ T ∗

t
φi(z, ξ)e

−r(ξ−t)dξ, z ∈ {0, Pmax}, t ∈ [T, T ∗), i = 0, 1. (6)

Considering real put options, the exercise rights lead to a couple of Dirichlet boundary conditions
in the form

F (0, t) = e−r(T−t)Π(0), F (Pmax, t) = 0, t ∈ [0, T ), (European)

F (0, t) =

{
e−r(TB−t)Π(0), if t ∈ [0, T )\B,
Π(0), if t ∈ B, , F (Pmax, t) = 0, t ∈ [0, T ), (Bermudan)

F (0, t) = Π(0), F (Pmax, t) = 0, t ∈ [0, T ), (American)

(7)

where TB ∈ B is the smallest value that satis�es t < TB.
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3 Numerical approach

Since the governing equations (1) and (3) are closely related to the class of convection-di�usion
problems and exhibit a hyperbolic behaviour as |r−δ| ≫ σ2, the proposed valuation methodology
is based on discontinuous Galerkin (DG) method, successfully used in the �eld of �nancial option
pricing, see, e.g., [4] and [5]. The numerical solution is constructed as a composition of piecewise
polynomial, generally discontinuous, functions on �nite element mesh without any requirements
on the continuity of the solution across the partition nodes, see [8]. From this point of view, this
discontinuous framework is a very promising numerical tool in �nancial engineering, suitable for
problems for which other techniques fail or have computational di�culties.

With respect to the space-time domain of governing equations, the numerical treatment consists
of two consecutive phases � spatial semi-discretization and temporal discretization. Within
the �rst phase, at each time instant, we construct the semi-discrete solution, de�ned using the
variational formulation and represented by the system of ODEs. The second phase is then devoted
to the discretization with respect to the time coordinate by implicit Euler scheme, having no
restrictive condition on the length of the time step, that results into a linear algebraic problem
(with a sparse matrix) at each time level.

In summary, determining the value of �exibility of an investment project at the present time
t = 0 consists of two consecutive problems. First, we solve a pair of PDEs (1) with homogeneous
terminal conditions to obtain the project values V0 and V1 at t = T that we use in the construction
of the terminal value of the embedded �exibility (2). Consequently, we solve the problem (3)
under the given exercise constraint to obtain the present value of �exibility, i.e., real option value
F at t = 0. This procedure is known as backward induction.

In conclusion, we brie�y present the numerical experiment, performed on the reference data
from [6]. We consider an option on ownership transfer of half of the project for K = −1010

USD under various exercise rights with parameters T ∗ = 75.8, T = 1, ∆ = 0.25 (i.e., a quarter
of a year), σ = 0.3, r = 0.06 and δ = 0.02. The corresponding cash �ow rates are linked by
φ1(P, t) =

1
2φ0(P, t), where φ0(P, t) = 0.07 e0.007t

(
0.95P − 25 e0.005t

)
, for P ∈ Ω and t ∈ [T, T ∗).

The numerical scheme is implemented in the solver Freefem++ [3] with the time step corre-
sponding to T/100 and with piecewise quadratic approximations on the uniformly partitioned
grid (with mesh size Pmax/100) of Ω for Pmax = 80.

Figure 1 records di�erences between �exibility values at present time (t = 0) for every two of all
exercise rights considered. One can easily observe that an early exercise feature increases value
of the project �exibility. More precisely, the intuitive relationship FAm ≥ FBe ≥ FEu is well
resolved and meets the expectations of �nancial practitioners as a �nancially meaningful result.
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A note on Cli�ord Algebras

D. Janovská

University of Chemistry and Technology, Prague

1 Introduction

Many research �elds, such as physics, robotics, machine vision and computer graphics, rely on
geometric models of external world. In these applications geometric objects and their trans-
formations are traditionally formalized using linear algebra, i.e. all geometric concepts have to
be represented by vectors and matrices. Compared with traditional linear algebra, geometric
algebra (also known as Cli�ord algebra) is a powerful mathematical tool that o�ers a natural
and direct way to model geometric objects and their transformations. Geometric entities, such
as lines, planes and volumes, become basic elements of the algebra and can be manipulated by
a rich set of algebraic operators that have a direct geometric signi�cance.

Cli�ord algebra was invented by W. Cli�ord [1]. In his research, he combined Hamilton's quater-
nions [3] and Grassmann's exterior algebra [4]. Further development of the theory of Cli�ord
algebras is associated with a number of famous mathematicians and physicists R. Lipschitz,
T. Vahlen, E. Cartan, E. Witt, C. Chevalley, M. Riesz, and others. Dirac equation [5] had
a great in�uence on the development of Cli�ord algebra. Nowadays Cli�ord algebra is used
in di�erent branches of modern mathematics, physics, geometry, computer science, mechanics,
robotics, signal and image processing.

2 What is a Cli�ord algebra?

Cli�ord algebras are de�ned on vector spaces on which a non-degenerate quadratic form Q
has been chosen. Di�erent quadratic forms will generally lead to di�erent algebras. The most
important property of the quadratic form is its signature: the numbers of positive and negative
eigenvalues. We will be concerned only with real Cli�ord algebras.

In any case, these are the geometric ideas behind Cli�ord's algebras, what makes them so at-
tractive.

Remark: Signature of quadratic form Q.
Let us have the vector space Rn on which is given a non-degenerate quadratic form Q,

Q(x) = xTQx.

Let us note that the notation Q will be also used for the symmetric n × n matrix. For Q
symmetric, its eigenvalues are real and the fact that Q is non-degenerate means that Q has p
positive and q negative eigenvalues with p+ q = n. This pair (p, q) is called the signature of Q
and is the only important property of Q in de�ning the associated Cli�ord algebra.
This algebra will be usually denoted as Cℓ(p, q).
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Choose an orthonormal basis e1, e2, . . . , en ∈ Rn. Here orthonormal means relative to Q so that
we require

eTi Qej = 0, i ̸= j ,

eTi Qei =

{
+1, i = 1 . . . p
−1 i = p+ 1 . . . n .

De�nition: Let n be a natural number and E be a linear space of dimension 2n over the �eld
of real numbers R with the basis enumerated by the ordered multiindices with a length between
0 and n:

e, ea1 , ea1a2 , · · · , e1...n, where 1 ≤ a1 < a2 < · · · < an ≤ n.

Let us introduce the operation of multiplication on E:

� with the properties of distributivity, associativity:

U(αV + βW ) = αUV + βUV, U, V.W ∈ E, α, β ∈ R
(αU + βV )W = αUW + βVW, U, V.W ∈ E, α, β ∈ R

U(VW ) = (UV )W, U, V,W ∈ E .

� e is the identity element: Ue = eU = U, U ∈ E.

� ea, a = 1, . . . , n are generators:

ea1ea2 · · · ean = ea1...an , 1 ≤ a1 < a2 < · · · < an ≤ n

� generators satisfy eaeb + ebea = 2ηabe, where

η = ∥ηab∥ = diag(1, . . . , 1︸ ︷︷ ︸
p

,−1, . . . ,−1︸ ︷︷ ︸
q

, 0, . . . , 0︸ ︷︷ ︸
r

), p+ q + r = n (1)

is a diagonal matrix with p times 1, q times −1, and r times 0 on the diagonal.

The linear space E with such operation of multiplication is called real Cli�ord algebra Cℓp,q,r.

Any element of the real Cli�ord algebra Cℓp,q,r has the form

U = ue+
n∑

a=1

uaea +
∑
a<b

uabeab + · · ·+ u1...ne1...n (2)

where u, ua, uab, . . . , u1...n ∈ R are real numbers.

2.1 Examples in small dimensions

- Cℓ0
In the case of Cℓ0, arbitrary Cli�ord algebra element has the form U = ue, where e2 = e.
We obtain the isomorphism Cℓ0 ∼= R.

- Cℓ1
In the case of Cℓ1, arbitrary Cli�ord algebra element has the form U = ue + u1e1, where
e is the identity element and e21 = e. We obtain the isomorphism with double numbers:
Cℓ1 ∼= R⊕ R.
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- Cℓ0,1
In the case of Cℓ0,1, arbitrary Cli�ord algebra element has the form U = ue+ u1e1, where
e is the identity element and e21 = −e. We obtain the isomorphism with complex numbers:
Cℓ0,1 ∼= C.

- Cℓ0,2
In the case of Cℓ0,2, arbitrary Cli�ord algebra element has the form U = ue+u1e1+u2e2+
u12e12. We can verify the following relations:

(e1)
2 = (e2)

2 = −e
(e12)

2 = e1e2e1e2 = −e1e1e2e2 = −e
e1e2 = −e2e1 = e12, e2e12 = −e12e2 = e1

e12e1 = −e1e12 = e2.

Using the following substitution [6]

e1 → i, e2 → j, e12 → k

where i, j, and k are imaginary units of quaternions, we obtain the isomorphism Cℓ0,2 ∼= H.

3 Cli�ord algebras, Cli�ord numbers and Cli�ord vectors

De�nition: Let n ∈ N := {1, 2, . . .}. A real Cli�ord algebra, denoted by Cn is the ν := 2n−1-
dimensional vector space Rν with an additional, associative, multiplication Rν × Rν → Rν

generated by an (n−1)-dimensional vector space over R with a basis e1, e2, . . . , en−1, the elements
of which satisfy the following rules of multiplication:

e2j = −1, ejek = −ekej , j ̸= k, 1 ≤ j, k ≤ n− 1. (3)

The basis of Cn consists of all products

{ej1ej2 · · · ejk : 1 ≤ j1 < j2 < · · · < jk ≤ n− 1, 0 ≤ k ≤ n− 1} . (4)

The empty product (k = 0) de�nes the multiplicative identity of Cn, denoted by 1.

Since there are
(
n−1
k

)
products in (4) with exactly k factors the total number of products (in-

cluding the empty one) is ν := 2n−1 which is the dimension of Cn.

De�nition: Let ν := 2n−1 and 1, i1, i2, . . . , iν−1 be any �xed enumeration of the basis elements

of Cn. Then a ∈ Cn has the unique representation a = a0 +
∑ν−1

j=1 ajij and ||a|| =
√∑ν−1

j=0 |aj |2
will be called the Euclidean norm of a. The elements in Cn will be called Cli�ord numbers.
If they belong to the subalgebra Cn−1 spanned by the products of e1, e2, . . . , en−1 they will be
called Cli�ord vectors [2].

The construction which is given in (3) and (4) says whether a given Rn algebra is a Cli�ord
algebra or not.

As an example let us ask whether the algebra of coquaternions Hcoq is a Cli�ord algebra. In
Hcoq we have (12, i2, j2, k2) = (1,−1, 1, 1). If we put e1 = i, e2 = j, e3 = k, then apparently the
�rst part of (3) is not true. Thus, Hcoq is not a Cli�ord algebra. That implies, that not all Rn

algebras are Cli�ord algebras.
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4 Cli�ord algebras in R8

As a model of the R8 algebra we will use for our investigation the following C4 algebra. The
units are arranged in such a way that the �rst four components represent the quaternionic part.

Table 1: Multiplication table for canonical unit vectors in R8.

i1 i2 i3 i4 i5 i6 i7 i8
i2 −i1 i4 −i3 i6 −i5 i8 −i7
i3 −i4 −i1 i2 i7 −i8 −i5 i6
i4 i3 −i2 −i1 i8 i7 −i6 −i5
i5 −i6 −i7 i8 −i1 i2 i3 −i4
i6 i5 −i8 −i7 −i2 −i1 i4 i3
i7 i8 i5 i6 −i3 −i4 −i1 −i2
i8 −i7 i6 −i5 −i4 i3 −i2 i1

Our algebra is R8 as ordinary normed vector space with an additional multiplication. We assume
that the eight canonical unit vectors, denoted here by ij , j = 1, 2, . . . , 8 can be multiplied by
using the corresponding Table 1. This multiplication is derived from the Cli�ord algebra C4. It
is an associative multiplication and thus, not the multiplication of the octonions. It extends the
multiplication of the real numbers R, the complex numbers C, and the quaternions H.

In addition to the actual problems in Cli�ord algebras, we plan to study numerical problems such
as linear equations with algebraic coe�cients, �nding the zeros of polynomials with algebraic
coe�cients, or matrix problems where matrices have algebraic coe�cients as entries.
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Multi-time step methods for lattice discrete particle models
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1 Introduction

This paper concerns with the second order time dependent problems which emerge in connection
with the use of lattice discrete particle models (LDPM). One of such models is described in [1]
and [2]. The LDPM require very short time steps and therefore an explicit time integration
methods are used [3]. The explicit methods use a diagonal matrix and therefore the solution of a
system of algebraic equations is very easy. Unfortunately, the explicit methods are conditionally
stable which requires the time step to be smaller than a limit value. The limit length of the time
step is usually not known or its determination is a very computationally demanding task and
therefore only estimates are used [4].

There are many problems, where the use of a �ne mesh on the whole domain and a short time
step during the whole time period studied are ine�cient. The �nite element mesh (or the �nite
di�erence grid) has to be adaptably re�ned which enables di�erent time steps with respect to
the element sizes. Another possibility is to use a �xed �ne mesh while a combination of explicit
and implicit time integration methods is applied or di�erent lengths of the time step are used in
di�erent parts of the domain solved.

The use of di�erent lengths of time steps is called multi-time step methods or sub-cycling. A
new opportunity for the multi-time step methods emerged in connection with parallel computers
and domain decomposition methods [5]. In the case of a multi-time step method, one subdomain
can be integrated with a shorter time step than the neighboring subdomain and the continuity
on the interface becomes more complicated. But many time steps can be saved and therefore,
shorter computation time is obtained.

2 Sub-cycling methods for second order problems

Linear second order problem has the form

Mü(t) +Cu̇(t) +Ku(t) = f(t), (1)

where M is the mass matrix, C is the damping matrix, K is the sti�ness matrix, ü(t) is the
vector of acceleration, u̇(t) is the vector of velocity, u(t) is the vector of displacement and f(t) is
the vector of prescribed forces. The mass matrixM can be diagonalized. If the damping matrix
C is assumed to be proportional to the mass matrix only, it can be diagonal too.

Nodal unknowns stored in the vector u in (1) are split into the block u(S), where short time step
∆t is used and the block u(L) with long time step m∆t. The system (1) can be rewritten in the
form (

M (L) 0

0 M (S)

)(
ü(L)

ü(S)

)
+

(
C(L) 0

0 C(S)

)(
u̇(L)

u̇(S)

)
+

+

(
K(L) K(LS)

K(SL) K(S)

)(
u(L)

u(S)

)
=

(
f (L)

f (S)

)
. (2)
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In this paper, the vectors connected with long step have one subscript

u
(L)
k = u(L)(tk) = u

(L)(km∆t) (3)

but the vectors connected with short step have two subscripts

u
(S)
k,j = u(S)(tk,j) = u

(L)((km+ j)∆t). (4)

2.1 Explicit method

Belytschko and Lu proposed the following algorithm for solution of the equation of motion (1)
in [6]. Newmark method with parameters β = 0 and γ = 0.5 leads to expressions

uk+1 = uk +∆tu̇k +
1

2
∆t2ük, (5)

u̇k+1 = u̇k +
1

2
∆t(ük + ük+1). (6)

Constant velocity in the group L between time instants tk and tk+1 led to numerical di�culties.
Therefore the vector of acceleration in the group L is �xed and the following relationships are
valid

ü
(L)
k,j+1 = ü

(L)
k,j = ü

(L)
k , (7)

At time tk, the vectors u(S)
k,0 , u̇

(S)
k,0 , ü

(S)
k,0 , u

(L)
k , u̇(L)

k and ü(L)
k are known. m short steps in the

form (
M (S) +

1

2
∆tC(S)

)
ü
(S)
k,j+1 =

(
M (S) − 1

2
∆tC(S) − 1

2
∆t2K(S)

)
ü
(S)
k,j + f

(S)
k,j+1 −

−f (S)
k,j −∆tK(S)u̇

(S)
k,j −∆tK(SL)u̇

(L)
k − j∆t2K(SL)ü

(L)
k − 1

2
∆t2K(SL)ü

(L)
k . (8)

are performed and the vector u(S)
k+1,0 = u

(S)
k,m becomes to be known. Then, one long time step in

the form (
M (L) +

m∆t

2
C(L)

)
ü
(L)
k+1 =

(
M (L) − m∆t

2
C(L) − m2∆t2

2
K(L)

)
ü
(L)
k +

+f
(L)
k+1 − f

(L)
k −m∆tK(L)u̇

(L)
k −K(LS)

(
u
(S)
k+1 − u

(S)
k

)
. (9)

is performed and the vector u(L)
k+1 is known.

2.2 Implicit Method

For simplicity, an undamped linear system in the form

Mü+Ku = f (10)

is assumed. In paper [7], the problem is split into two parts. Part L is integrated with long time
step m∆t while part S with short time step ∆t. The system (10) can be written in the form

M (L)ü
(L)
k+1 +K

(L)u
(L)
k+1 = f

(L)
k+1 −

(
B(L)

)T
λk+1, (11)

M (S)ü
(S)
k,j+1 +K

(S)u
(S)
k,j+1 = f

(S)
k,j+1 −

(
B(S)

)T
λk,j+1, (12)

B(L)u̇
(L)
k,j+1 +B

(S)u̇
(S)
k,j+1 = 0, (13)
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where (11) is the equation of motion of the part L, (12) is the equation of motion of the part S
and new condition (13) has to be added which expresses continuity along the interface between

parts L and S. Condition (13) enforces continuity of velocities. The terms
(
B(S)

)T
λ and(

B(L)
)T
λ express internal forces between parts L and S. In equations (11-13), B(S) and B(L)

are the Boolean matrices and λ is the vector of Lagrange multipliers which represent internal
nodal forces in this case. The Lagrange multipliers, λ, and velocities, u̇(L), are not evaluated
between times tk and tk+1 and therefore, their values are interpolated in the form

λk,j =

(
1− j

m

)
λk +

j

m
λk+1, (14)

u̇
(L)
k,j =

(
1− j

m

)
u̇
(L)
k +

j

m
u̇
(L)
k+1. (15)

The Newmark method [3] is used for time integration of (11-13). The displacements and velocities
in the part L are in the form

u
(L)
k+1 = u

(L)
k +m∆tu̇

(L)
k + (m∆t)2

(
1

2
− β

)
ü
(L)
k + (m∆t)2βü

(L)
k+1 =

= p
(L)
k + (m∆t)2βü

(L)
k+1, (16)

u̇
(L)
k+1 = u̇

(L)
k +m∆t(1− γ)ü

(L)
k +m∆tγü

(L)
k+1, (17)

where p(L)k is the predictor

In the paper [7], the following decomposition of the acceleration is introduced

ü
(L)
k = ẅ

(L)
k + q̈

(L)
k , (18)

ü
(S)
k,j = ẅ

(S)
k,j + q̈

(S)
k,j . (19)

At time tk the vectors u(S)
k,0 , u̇

(S)
k,0 , ü

(S)
k,0 , u

(L)
k , u̇(L)

k and ü(L)
k are known. From the equation(

M (L) + (m∆t)2β(L)K(L)
)
ẅ

(L)
k+1 = f

(L)
k+1 −K

(L)p
(L)
k , (20)

the vector ẅ(L)
k+1 is determined. Thenm steps are performed, where the vector ẅ(S)

k,j+1 is computed
from (

M (S) +∆t2β(S)K(S)
)
ẅ

(S)
k,j+1 = f

(S)
k,j+1 −K

(S)p
(S)
k,j , (21)

the vector λk,j+1 is computed from(
m∆tγ(L)B(L)

(
M (L) + (m∆t)2β(L)K(L)

)−1 (
B(L)

)T
+ (22)

+∆tγ(S)B(S)
(
M (S) +∆t2β(S)K(S)

)−1 (
B(S)

)T)
λk,j+1 = B

(L)ẇ
(L)
k,j+1 +B

(S)ẇ
(S)
k,j+1.

and the vector q̈(S)k,j+1 is computed from(
M (S) +∆t2β(S)K(S)

)
q̈
(S)
k,j+1 = −

(
B(S)

)T
λk,j+1. (23)

After m steps, the vector u(S)
k+1,0 = u

(S)
k,m is known and the vector q̈(L)k+1 is obtained from(

M (L) + (m∆t)2β(L)K(L)
)
q̈
(L)
k+1 = −

(
B(L)

)T
λk+1. (24)
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3 Conclusion

Explicit and implicit versions of time integration algorithms enabling multi-time step approach,
also called sub-cycling, are summarized in this contribution. A sub-cycling method will be used in
connection with lattice discrete particle models which are extremely computationally demanding.
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1 Introduction

Transport-dominated systems and particle-laden �ows are pervasive in both industrial and en-
gineering practice. There are two predominant approaches for their simulations. The �rst one,
Eulerian-Eulerian, approximates all particles by one Eulerian continuum and describes the whole
system as a two-phase �ow of interpenetrating continua. This approach is computationally fea-
sible even for large systems; however, it requires a numerous empirical parameters. The second
one, Eulerian-Lagrangian, describes only the �ow as a Eulerian continuum and couples it with a
Lagrangian description of individual particles, where each particle is characterized by its own set
of Netwon's equations of motion. This approach does not need as many parameters; on the other
hand, it tends to be computationally expensive, which complicates its usage in optimization or
system control, where models needs to be evaluated repeatedly with only small changes in system
parameters.

In order to reduce the computational costs of repeated model evaluations, various methods of
model order reduction (MOR) have been introduced. The principal idea of MOR is to replace the
original complicated model with a lower-dimensional, less computationally expensive, surrogate,
while also preserving the most important properties of the original system. In this work, we
focus on a-posteriori or data-driven methods in which the surrogate is constructured based on
available full order model (FOM) results.

A common data-driven MOR approach in the �eld of computational �uid dynamics is the proper
orthogonal decomposition (POD) combined with the Galerkin projection (used e.g. in [1]).
POD takes as an input the matrix of snapshots of the original full order model Y = (yij) =
(y(xi, tj)), Y ∈ Rm×n, decomposes it via singular value decomposition (SVD) and approximates
it as e.g.

Y ≈ Y ℓ =

ℓ∑
r=1

ψr ⊗ ηr = ΨℓHℓ , Ψℓ = [ψ1, . . . , ψℓ] ∈ Rm×ℓ , Hℓ = [η1, . . . , ηn] ∈ Rℓ×n , (1)

where {ψr}ℓr=1 are stationary spatial modes, toposes, and {ηr}ℓr=1 are their time-dependent am-
plitudes, chronoses. The matrix Y can then be approximated via superposition of the �rst ℓ
stationary spatial modes, ℓ ≪ n. However, this approach tends to be ine�ective for transport-
dominated systems, as a great number of spatial modes is needed to approximate Y with a
su�cient accuracy [2].

Several methods to mitigate this issue have been introduced � one of the approaches is to apply
a time-dependent transport operator that shifts the data into another frame of reference and
compensates for the transport. In the present work, we used the shifted proper orthogonal
decomposition (sPOD) [2], a method that is able to treat systems with multiple di�erent types
of transport by sorting the data into several co-moving frames of reference.
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However, sPOD is only able to provide data in discrete time-steps. Common projection methods
used to generate a time-continuous reduced order model (ROM), cannot be used for sPOD as
there is no single projector. Instead, in this work arti�cial neural networks were used as a data-
driven interpolator between the chronoses {ηr}ℓr=1 to provide a time-continuous model. The
method is illustrated on an example from computational �uid dynamics. In particular, we have
chosen a system where the transport in question is rotation, as rotation until recently posed
challenges for the method.

2 Methods

As was said above, POD is based on SVD of the matrix of snapshots. Therefore, the relative
importance of the individual modes corresponds to the rate of the singular value decay, i.e. the
faster the decay is, the lesser number of modes is needed for a su�cient approximation.

The singular value decay for transport-dominated systems is usually extremely slow, as the
positions of their predominant spatial structures are time-dependent. To illustrate this, let us
a consider a single Gaussian pulse travelling with velocity c along the domain, see Fig. 1, then
let us discretise it and save the data into the matrix Y = [f(x − ct1), . . . ,f(x − ctn)], t1 =
0, tn = L, n = 185. The singular values decay for this matrix is remarkably slow; however, if we
apply a time-dependent transport operator T −∆t

(f(t, x)) := f(t, x + ct), here ∆t := ct, which
transforms it into a stationary wave, there is only one mode with a non-zero singular value.

Figure 1: (a) Gaussian pulse, (b) singular value decay of the original travelling wave vs. of a
stationary wave created by applying the transport operator.

In general, after applying the transport operators, equation (1) transforms into

Y ℓ ≈
Nf∑
k=1

T ∆t
k

(
Ψℓk

k H
ℓk
k

)
=

Nf∑
k=1

T ∆t
k

(
ℓk∑
r=1

ψk
r ⊗ ηkr

)
, (2)

where Nf is the number of frames of reference, i.e., the number of di�erent transports in the
system, and ℓk the number of modes preserved in each frame. The exact algorithm used to sort
the data into frames is outside the scope of this paper and can be found in [2].

So far, sPOD has been used on systems with rectangular spatial domain. In these systems, there
are no problems with implementation of translation � the domain can be assumed to be periodic,
in other words, the information that would otherwise be transported outside of the domain can
be saved on the other side of the domain. On the other hand, the implementation of rotation
is problematic, since the information in the corners of the domain travels outside and is lost,
see Fig. 2. Therefore, the domain needs to be extended and padded with zeros before transport
operator is applied and the decomposition is done. The sPOD accuracy remains the same, as
the zeros have no e�ect on the resulting singular value decay.
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Figure 2: (a) Translation, (b) rotation. The domain needs to be extended (see right), otherwise
some information is lost.

Temporal interpolation POD is commonly combined with various projection methods, e.g.
the Galerkin projection, to obtain a time-continuous ROM. However, projection methods require
(i) only one projector and (ii) the model to be described by one consistent system of di�erential
equations. Shifted POD does not yield a single projector usable for (i), and Eulerian-Lagrangian
descriptions of particle-laden �ows are not expressed as (ii).

In this contribution, arti�cial neural networks were used for temporal interpolation, as they do
not su�er from the shortcomings of projection methods. In particular, we utilized a single-layer
perceptron, as it is the universal interpolator. The resulting method, sPODIANN (sPOD with
interpolation via arti�cial neural networks) is, apart from the required knowledge of transport
operators, purely data-driven.

3 Results

The presented method was illustrated on CFD-DEM models prepared with the open-source C++
library OpenFOAM combined with the openHFDIB-DEM solver [3]. This solver works with the
immersed boundary method, where the presence of a particle in a cell is indicated via the λ
�eld, λ = 0 for cells inside the �uid, λ = 1 inside the solid body and λ ∈ (0; 1) at the solid-�uid
interface.

Figure 3: Two discs, λ (a) Singular value decay for POD and both sPOD frames, (b) a slice
through λ �eld along the circle on (c) for FOM, POD and sPOD reconstruction, (c) � (e) λ �eld
at t = 1.42 for FOM, POD (24 modes) and sPOD (1 · 2 modes).
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Figure 4: Two discs, velocity. (a) Velocities along the circle on (b) for FOM, POD and sPOD
reconstruction, (b) � (d) components of the velocity �eld at t = 1.42 for FOM, POD (12 modes)
and sPOD (2 · 2 modes). Note the areas with the most distinct improvement of sPOD vs. POD
in the black rectangles.

We present an sPODIANN based ROM of two discs, d = 8mm, moving along circular trajectories
inside a square domain, L = 0.2 m, �lled with a �uid. The �rst sphere travels along a circle
S1 = (0.15, 0.15), r1 = 0.02m with a prescribed angular velocity ω1 = 1.2π s−1, the second one
along a circle S2 = (0.05, 0.05), r2 = 0.012m with ω2 = 2π s−1. The linear velocity is identical for
both spheres. The reduction was performed on the λ �eld (see Fig. 3) and velocity �eld generated
by the movement (Fig. 4), in both the cases sPODIANN outperformed its POD analogue.

4 Conclusion

In this contribution, we presented a framework for model order reduction that combines shifted
proper orthogonal decomposition, a method for MOR of data with dominant transport, and
combined it with interpolation via arti�cial neural networks to obtain a time-continuous model.
We have illustrated the method functionality on a CFD-DEM model, where it outperformed a
standard POD-based method. The long-term goal of this research is to extend the framework
for parametrized systems.
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1 Introduction

Computational �uid dynamics (CFD) is an established numerical tool that is nowadays used in a
wide range of applications for designing and testing new devices and components. However, the
speed, accuracy and stability of every CFD simulation relies on the quality of the computational
mesh and mesh generation (meshing) is considered to be one of the biggest bottlenecks of CFD
[1]. Especially when CFD is used in geometry optimizations, meshing represents a rather big
obstacle in improvement of e�ectiveness and robustness of optimization methods.

The mesh-related di�culties can be evaded by utilization of an immersed boundary method
(IBM). In IBM, the complex geometry-conforming meshes are replaced by simple ones where the
geometry is represented by an indicator scalar �eld (λ) and adjustment of governing equations [2].
Usage of IBM in geometry optimizations allows for a substantial speed-up since the geometry
changes are re�ected only in the indicator scalar �eld allowing the mesh to be the same throughout
the whole optimization [3, 4].

However, almost all the IBM applications have been in the low-Reynolds number regime [5]
where the boundary layer is rather wide, can be resolved and the boundary conditions on the
immersed walls can be satis�ed using simple linear or quadratic interpolation [2]. Nonetheless,
optimizations of components under real-life conditions require the IBM to be able to handle
problems of turbulent �ows where the boundary layer thins out. A trivial solution is to locally
re�ne the mesh. However, mesh re�nement is linked to higher computational costs that, beyond
some threshold, become unbearable, particularly in optimizations [3].

More a�ordable and optimization-oriented solution is to implement techniques already developed
for geometry-conforming meshes, i.e., the Reynolds averaged simulation (RAS) approach com-
prising Reynolds averaged Navier-Stokes equations, turbulence closure models and wall functions.
So far, there were several attempts on coupling of RAS modeling with IBM [1, 5, 6] reporting
acceptable accuracy yet not su�cient robustness for employment in automated geometry opti-
mization.

In the present contribution, we report on a research progress on implementation of the RAS
approach into our custom immersed boundary method variant, the hybrid �ctitious domain-
immersed boundary method (HFDIB) [2], where we focus on the method e�ectiveness and ro-
bustness. The HFDIB-RAS approach comprises the k-ω turbulence model and wall functions for
velocity and the closure variables (k and ω). The framework is implemented in OpenFOAM [7]
and it is general enough for extension by any one or two equation RAS model. The method
behavior is presented on several veri�cation tests and the results show qualitative agreement
with a standard CFD solver. Eventually, the goal is to use the HFDIB-RAS approach in our
topology optimization framework [8].
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2 Methods

First, let Ω be a �nite volume computational mesh, and Ωs and Ωf its parts immersed in solid
and �uid, respectively. In the HFDIB-RAS approach, the solid phase Ωs is projected into Ω by
a scalar �eld λ and adjustment of the governing equations. In each cell ΩP ∈ Ω, the λ �eld is
de�ned as

λ =


0 if ΩP ∈ Ωf

1 if ΩP ∈ Ωs

λ̃ ∈ (0, 1) if ΩP ∈ Γsf

, Ω = Ωf ∪ Ωs ∪ Γsf , λ̃ = 0.5

[
1− tanh

(
y⊥

V
1
3

)]
(1)

where Γsf marks the �uid-solid interface, V is the average cell volume in Ω and y⊥ is the perpen-
dicular distance from P , the center of ΩP , to the solid surface. For the purpose of the correct
boundary layer modeling, we had to further sort the cells into (i) in-solid cells having λ ≥ 0.5,
i.e. P ∈ Ωs, (ii) boundary cells having either λ ∈ (0, 0.5) or λ = 0 and an in-solid cell as a vertex
neighbor and (iii) free stream cells that comprised the rest of the cells.

The turbulent �ow in Ω is then described by Reynolds averaged Navier-Stokes equations with
an additional force term fib. For incompressible and isothermal �ow of a Newtonian �uid, the
equations have the form of

M(u) = −∇p̃+ fib
∇ · u = 0

,
M(u) = ∇ · (u⊗ u)−∇ ·

[
νeff
(
∇u+∇uT

)]
fib = α(λ) (M(uib) +∇p̃)

(2)

where p̃ and u are averaged kinematic pressure and velocity, respectively. The νeff is the e�ective
viscosity and it is given by νeff = ν + νt where ν is the �uid viscosity and νt is turbulence
viscosity. Turbulence viscosity is computed via a suitable turbulence closure model. First, we
chose to implement the k − ω turbulence model in which νt = k/ω with k being the turbulence
kinetic energy and ω the speci�c rate of dissipation of k. The two closure variables, k and ω, are
acquired by solving their conservation equations, for details see [9].

The source term fib in (2) enforces the prescribed boundary conditions on Γsf . The scope of e�ect
of fib is determined by a scalar �eld α, where α = 1 for in-solid and boundary cells, and α = 0
for free-stream cells. Furthermore, similar source term has to be added to the k conservation
equation where it depends on α and kib. The ω conservation equation was not extended but an
additional source term, but to enforce the boundary conditions the ωib values are required, as
well.

Figure 1: Data required by the HFDIB-RAS method. (a) Interpolation points (P1 and P2) for a
boundary cell with center P and surface point S. The nP is a unit vector normal to the surface
computed as nP = −(∇λ)P /∥(∇λ)P ∥. (b) Projection of the surface unit tangential vector tP ,
which is computed from the uP1 as tP = ut,P1/∥ut,P1∥ where ut,P1 = uP1 − (nP · uP1)nP .

40



The values of uib, kib and ωib are estimated via wall functions prior to the solution of (2) and
they are enforced in cells with α = 1. The values ωib are enforced by a direct modi�cation of
the ω equation matrix for the purposes of simulation stability [9]. For u and k, the preset values
are enforced by the aforementioned source term addition and modi�cations of the outer solver
loop [2].

A correct setting of the enforced values is important to satisfy the boundary conditions at the
�uid solid interface and for a physical simulation of the boundary layer behavior. For the in-solid
cells, u = 0 and k = 0 are enforced. Furthermore, ω is set to be the maximum of the ω �eld from
the previous iteration. In boundary cells, the value in the cell center is unknown and must be
interpolated using values from the free stream cells and value at the surface computed via wall
functions, which we implemented in a switch-based variant similarly to OpenFOAM [7]. The
exact interpolation type is chosen according to the mesh capability to resolve the �uid boundary
layer.

The resolution of the boundary layer was be described by a dimensionless indicator y+ [9], which
is de�ned as y+ =

(
y⊥uτ

)
/ν with uτ being the friction velocity. Based on it, it can be said

whether the boundary cell center is inside the viscous sublayer, bu�er layer or in the logarithmic
region of the boundary layer. Consequently, for cells in the viscous sublayer, we use a quadratic
interpolation and in the logarithmic region, we use a custom logarithmic interpolation. The
bu�er layer is treated either as a viscous sublayer of as a logarithmic region based on a constant
switch value [7]. The interpolation stencil and local coordinate system for a boundary cell are
illustrated in Fig. 1.

3 Results

The HFDIB-RAS capabilities were tested on several veri�cation tests, which were designed to
show the research progress. In every test, we compared our results to a standard OpenFOAM
solver, simpleFoam [7]. Velocity pro�les from six such tests are depicted in Fig. 2 and 3. The
results show a good qualitative agreement between simpleFoam and the HFDIB-RAS approach
that holds for a wide range of �ow Reynolds numbers. However, further work on the solution
accuracy is required.

Figure 2: Comparison of velocity pro�les in a straight pipe along the z-line for di�erent �ow
Reynolds numbers.
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Figure 3: Comparison of velocity pro�les in bent pipes along the z-line for Re = 106.

4 Conclusion

In this contribution, we present development of the HFDIB-RAS approach that is designed to
allow a�ordable turbulence modeling via our custom immersed boundary method variant. The
approach combines modi�ed version of Reynolds averaged Navier-Stokes equations, the k − ω
closure turbulence model and switch-based wall functions. Veri�cation tests showed that results
acquired via HFDIB-RAS method are in a good qualitative agreement with standard geometry-
conforming simulations. Nevertheless, the future development shall focus on improvement of the
solution accuracy.
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1 Introduction

The Barcelona Basic Model (BBM) is a constitutive model describing elastoplastic behaviour
of unsaturated soils. It was proposed originally in [1] as a mechanical model, without taking
into account hydraulic processes in the soils. Recently, this model has been exploited widely in
some engineering applications where hydraulic e�ects have been captured as well, for instance,
in modelling of clay-based barriers for nuclear waste disposal. However, surprisingly little work
has been done in veri�cation of basic thermodynamical principles of coupled hydro�mechanical
(HM) models incorporating BBM to the best knowledge of the author. The aim of the lecture is
thus to present a theoretical analysis of thermodynamically consistent coupling of BBM with a
hydraulic model.

2 Formulation of BBM

One considers a soil as a porous solid with pores �lled by water and gas. The formulation
of BBM in [1] treats the porous solid as an isotropic material under triaxial stress conditions
and the small-strain assumption. Non-linear poroelasticity and non-associated plasticity are
adopted. Two yield surfaces are introduced: a loading�collapse and a suction�increase one. In
this presentation, the latter yield surface will be omitted, for simpli�cation. The sign convention
with the stresses positive in tension and the pressures positive in compression will used.

Deformation of the porous solid is described by the strain tensor ε ≡ 1/2
(
∇u+ (∇u)⊤

)
, where

u denotes the displacement vector of the solid. The strain ε is decomposed additively into the
elastic (superscript el) and plastic (superscript p) part:

ε = εel + εp.

The independent stress variables are the net stress σ′ and the suction s de�ned by:

σ′ ≡ σ + pgI, s ≡ pg − pw,

where σ stands for the total stress and pg and pw are the pressures of gas and water in the pores.
The net pressure p′ and the volumetric strain ϵv are introduced as:

p′ ≡ −1

3
trσ′, ϵv ≡ − tr ε,

whereas the deviatoric stress q and deviatoric strain ϵq are given by:

q = −(σ1 − σ3), ϵq = −2

3
(ε1 − ε3),
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Figure 1: Yield surface f = 0 in the (p′, q)-plane.

with σ1 and σ3 and ε1 and ε3 being principal stresses and strains. (Note that ϵv is positive in
contraction.)

The elastic behaviour of the porous solid is described as follows:

dϵelv =
κ

1 + e0

dp′

p′
+

κs
1 + e0

ds

s+ patm
, dϵelq =

dq

3µ
,

where d denotes the di�erential operator with respect to time, κ and κs are elastic sti�ness pa-
rameters, µ is the shear modulus, e0 stands for the initial void ratio and patm for the atmospheric
pressure.

The loading�collapse yield function f can be de�ned by (see Figure 1):

f(p′, q, s, p∗co) :=

(
p′ − pco − ps

2

)2

+
q2

M2
−
(
pco + ps

2

)2

,

where
ps = ks

and the net consolidation pressure pco at the current suction is related to the consolidation
pressure p∗co at saturated conditions and a reference pressure pref by:

pco = pref

(
p∗co
pref

)λ(0)−κ
λ(s)−κ

with:
λ(s) = λ(0)

(
(1− r)e−βs + r

)
.

Here M , k, λ(0), r and β are material parameters.

The non-associated potential g is introduced by:

g(p′, q, s, p∗co) :=

(
p′ − pco − ps

2

)2

+
αq2

M2
−
(
pco + ps

2

)2

, (1)

where α is an additional parameter. The �ow rule for strains then reads as:

dϵpv = dλ
∂g

∂p′
= 2dλ

(
p′ − pco − ps

2

)
, dϵpq = dλ

∂g

∂q
= 2dλ

αq

M2
,

where the plastic multiplier dλ satis�es the usual complementarity conditions:

dλ ≥ 0, f ≤ 0, dλ · f = 0.

Finally, the hardening law is expressed by:

dp∗co
p∗co

=
1 + e0
λ(0)− κ

dϵpv.
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3 Hydraulic behaviour

Let n denote the Eulerian porosity of the porous solid: n dΩt is the volume of the porous space
in an arbitrary in�nitesimal volume dΩt in the deformed current con�guration. The Lagrangian
porosity ϕ refers the current porous volume in dΩt to the corresponding initial in�nitesimal
volume dΩ0: ϕ dΩ0 = n dΩt. The Eulerian (usual) saturation sf related to pore �uid f (f = w
for water and f = g for gas) is de�ned with regard to the current porous volume: ϕsf dΩ0 is the
current volume occupied by �uid f in the current porous volume ϕ dΩ0. Finally, one introduces
the Lagrangian saturation Sf , f = w, g, with regard to the initial porous volume by [2]:

ϕsf = ϕ0Sf + φf , Sw + Sg = 1,

where ϕ0 denotes the initial Lagrangian porosity and φf represents deformation of the porous
volume that is occupied by �uid f currently.

Hydraulic processes in a soil can be described by the saturation Sw and the partial pore defor-
mation φw. The latter can be split into the elastic and plastic part in an analogous way as the
strain:

φw = φel
w + φp

w.

4 Thermodynamically consistent HM coupling

Coupling between BBM and a hydraulic model is thermodynamically consistent when the dis-
sipation associated with the overall porous system is non-negative. Following [3, 4, 5, 6] and
assuming an incompressible solid matrix, negligible hysteretic e�ects on the water retention
curve and isothermal evolutions, one can show that the dissipation is non-negative if:
(a) There exist

(i) an elastic energy F depending on the elastic strains ϵelv , ϵ
el
q and the suction s;

(ii) a locked energy Z depending on the plastic strain ϵpv and the suction s;
(iii) an energy U of the interfaces between the solid, water and gas which depends on s
such that:

p′ =
∂F

∂ϵelv
, q =

∂F

∂ϵelq
, φel

w =
∂F

∂s
+
∂Z

∂s
, pco =

∂Z

∂ϵpv
, Sw =

dU

ds
. (2)

(b) A �ow rule for φp
w is such that:

p′dϵpv + qdϵpq − sdφp
w − pcodϵ

p
v ≥ 0. (3)

In particular, let us take the �ow rule from [6]:

dφp
w = 0.

When the plastic part of BBM is supplemented by this relation, it can be shown that requirement
(3) is always satis�ed under the condition α ≥ 1/2, where α is the parameter from (1).

Besides, the last equality in (2) leads to a water retention curve in the classical form s 7→ Sw(s),
which may be an arbitrary function.

Further, the �rst, second and fourth equality in (2) and the constitutive relationships in BBM
determine the energies F and Z completely up to a function of s. The third equality in (2) then
leads to:

φel
w = φel

wp′(ϵ
el
vp′ , s) + φel

wp(ϵ
p
v, s) + φel

ws(s), (4)
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where φel
wp′ is a certain exponential function of the elastic volumetric strain ϵelvp′ in response to

the net pressure p′:

ϵelvp′ ≡ ϵelv − κs
1 + e0

ln
s+ patm
s0 + patm

(this is given from ∂F/∂s), and φel
wp is a certain exponential function of the plastic strain ϵpv

(given by ∂Z/∂s). Only the last function φel
ws in (4), which should correspond to deformation

of the pore space occupied by water in response to the suction s, is not determined by the
thermodynamical relations, and it can be chosen arbitrarily according to physical experiments.

Unfortunately, the exponential dependencies of φel
wp′ and φ

el
wp appear to be physically problematic

in the expression (4) for φel
w , as it will be demonstrated in the lecture.

5 Conclusion

It is possible to couple BBM with a hydraulic model in a thermodynamically consistent way, in
principle (at least when the suction�increase yield surface is omitted). However, the resulting
coupling does not seem to be completely physically consistent. More generally, thermodynam-
ical restrictions on HM coupling of poromechanical models using the net stress and suction as
independent stress variables appear to be too strict and problematic to be ful�lled entirely.

On the other hand, mechanical models based on a Bishop-type (also termed e�ective) stress look
to be more amenable to thermodynamically consistent HM coupling according to [5]. Thus one
can conclude that these appear to be more suitable for coupled HM modelling from this point of
view.
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1 Introduction

In this contribution, we will consider the nonlinear beam of length L with only axial loading, i.e.
without vertical loading. The focus of our interest will be on the so-called buckling phenomenon.
In our context, buckling is a sudden change in the shape of a given beam at a certain critical
value of compressive axial load.

The phenomenon was seriously investigated for the �rst time by Leonhard Euler (1707 â¿� 1783).
In 1757 he derived the formula, nowadays known as the Euler formula, which gives the maximum
axial load that a long slender column (i.e. beam in vertical position) can carry without buckling.
Unfortunately, the exact shape of the buckled column cannot be achieved within Euler's theory,
which is based on the following linear equation

EIw′′′′ + P w′′ = 0, in (0,L), (1)

where E is Young's modulus, I area moment of inertia, w transversal displacement function and
P external axial force, compressive if P > 0. For this linear model Euler proposed a solution
using eigenvalues and eigenfunctions, which is still widely used but has qualitative character only.

Figure 1: Beam with axial load

Nonlinear model developed by D.Y. Gao in [1]

EI w′′′′ − Eα (w′)2w′′ + λw′′ = 0 in (0,L), (2)

is intended for a full post-buckling analysis. Here, α = 3hs(1 − ν2), where ν is the Poisson's
ratio, 2h indicates beam's height, s its width, and in addition, because we assume a rectangular
cross-section, I = 2

3 h
3s, see Fig. 1. Finally, λ, is a constant that depends on the axial load P

(see [1]). Therefore, it can be expressed as λ = µP, µ > 0. The authors have already presented
this model several times at previous seminars, see e.g. [2], or in papers, see e.g. [3], however
buckling was not considered there.

In a mathematical sense, buckling is a bifurcation in the solution to the equations of static
equilibrium. Beyond the bifurcation point, we enter the post-buckling region with multiple
solutions. It is well known that the total potential energy of the beam becomes nonconvex there.
See, e.g. [4].
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2 Determination of the critical load

Obviously, the key problem is to establish a formula for (2) which will give the relation to Euler's
formula for (1). For this purpose, let us consider the variational formulation of (2)

�nd w ∈ V : a(w, v)− λb(w, v) + π(w, v) = 0 ∀v ∈ V, (3)

where

a(w, v) = EI

∫ L

0
w′′v′′dx, b(w, v) =

∫ L

0
w′v′dx, π(w, v) =

1

3
Eα

∫ L

0
(w′)3v′dx,

and V is the space of admissible displacements, which satis�es H2
0 ((0,L)) ⊆ V ⊂ H2((0,L))

and contains the constraints on stable boundary conditions. The associated energy functional Π
now reads as

Π(v) =
1

2
a(v, v)− 1

2
λb(v, v) +

1

4
π(v, v), v ∈ V. (4)

Its convexity or non-convexity depends, of course, on the value λ.

The useful and commonly used tool in the case of the linear equation (1) is the Rayleigh quotient

R(v) =
a(v, v)

b(v, v)
=

∫ L
0 EI (v

′′)2dx∫ L
0 (v′)2dx

, v ∈ V, (5)

as for the Euler critical load, we have

PE
cr = λEcr = min

v∈V
v ̸=0

R(v).

Although we cannot use a direct analogy for the equation (2), we are able to generalize (5) to
the nonlinear Rayleigh quotient for u, v ∈ V as follows:

Ru(v) =
a(v, v) + 1

3

∫ L
0 Eα(u

′)2(v′)2dx

b(v, v)
.

Then the critical load for the considered nonlinear beam (2) can be de�ned as

λcr = min
u∈V

min
v∈V
v ̸=0

Ru(v) = min
u∈V

min
v∈V
v ̸=0

(
R(v) +

1

3

∫ L
0 Eα(u

′)2(v′)2dx∫ L
0 (v′)2dx

)
.

From this we immediately obtain the �rst important result

λcr = λEcr = PE
cr .

Next, we have to answer the question of how many solutions the problem (3) has for λ > λcr.
At λ = λcr there is a bifurcation point. For this purpose we need to examine properties of the
functional (4) and its stationary points, as they are solutions of (3). The �rst examination states
that this functional is coercive and continuous for any λ. Furthermore, it is obvious that the
function w0 = 0 is its stationary point and it holds

Π(w) =

{
0 if w = w0 = 0,
−1

4 π(w1, w1) < 0 for any other stationary point w1.

The last trivial observation says that if w1 is a stationary point, then −w1 is also a stationary
point. Then it can be proved that the problem has exactly 3 solutions in (λcr, λ) for some
λ > λcr. The situation is shown in the Fig. 2, where wmax = maxx∈[0,L] w(x). This is the second
important result.

As for the functional (4), the situation is illustrated by a schematic diagram on Fig. 3, which
corresponds to the so-called double-well potential known from quantum mechanics.
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Figure 2: Pitchfork diagram of buckling solutions

Figure 3: Cross-section of energy functional (scheme)

3 Analysis of computational results

Because of the analysis of buckling problems, many numerical experiments have been performed
using the �nite element method [5]. The iteration process was built on 32 beam elements, each
with 4 DOF, all elements having the same length. Four di�erent boundary value problems were
tested. As input parameters were considered: the elastic constants E and ν together with the
geometric values h, s and L.

It is interesting but not surprising that for the axial load λ whose value is close to λcr, the shape
of the de�ection curve w(x) is almost identical to the shape of the Euler solution. For λ far from
λcr, the shapes remain similar but di�erent. See Fig. 4, where the cantilever beam with input
data E = 2.1 · 1011 [Pa], ν = 0.3, h = 0.05[m], s = 0.1[m], L = 1[m], is presented. Note that
from the calculation we get λcr = 4.317951960 · 106 [N ].

Many properties of the buckling problem cannot be derived analytically due to the nonlinear
character of this problem. Therefore, data analysis must help us to get the results we want.
Of course, this requires a very large number of calculated examples and many hours to analyze
them. Nevertheless, the results are very satisfactory because they are valid regardless of the
boundary conditions. The authors present them here in the form of the Tab. 1, where C is a
real constant. Note that here we use the concept of "relative values" λ de�ned by

λr =
λ

λcr
=

P

Pcr
.
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Figure 4: λ = 1.001λcr λ = 8λcr

Table 1: Dependence of the de�ection and functional on the change of parameter.

wnew
max Πnew

Parameter change λnewcr for the same values λr
E CE Cλcr wmax CΠ

ν Cν λcr

(
1− ν2

1− (Cν)2

)1/2
wmax

1− ν2

1− (Cν)2
Π

h Ch C3λcr Cwmax C5Π

s C s Cλcr wmax CΠ

L CL
1

C2
λcr wmax

1

C3
Π
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1 Introduction

The WRF-SFIRE modeling system [4, 5] couples Weather Research Forecasting (WRF) model
with a wild�re spread model and a fuel moisture content (FMC) model. The FMC is an important
factor in wild�re behavior, as it underlies the diurnal variability and di�erent severity of wild�res.
The FMC model uses atmospheric variables (temperature, relative humidity, rain) from Real-
Time Mesoscale Analysis (RTMA) to compute the equilibrium FMC and then runs a simple
time-lag di�erential equation model of the time evolution of the FMC. In the learning phase, the
model assimilates [9] FMC observations from sensors on Remote Automated Weather Stations
(RAWS) [6], using the augmented extended Kalman �lter. In the forecast phase, the model runs
from the atmospheric state provided by WRF without the Kalman �lter, since the sensor data
are still in future and not known (Fig. 1).

We seek to improve the accuracy of both the FMC model and of the data assimilation. The
time-lag model represents the FMC in a wood stick by a single number, while more accurate
models use multiple layers [8] or a continous radial pro�le [7]. Also, the Kalman �lter assumes
Gaussian probability distributions and a linear model, while more sophisticated data assimilation
methods can represent more general distributions and allow nonlinear models. It is, however,
unclear how much additional sophistication is worthwhile given the available data. Thus, we
want to build a model together with data assimilation directly from data instead. We propose
to use a Recurrent Neural Network (RNN) for this.

2 The FMC model with Kalman �lter

We brie�y describe the model from [4] with data assimilation from [9]. For simplicity, we consider
here only the situation at a single RAWS location, without rain, and with a single fuel class with
10h time lag. See [4, 9] for details, references, and a more general case.

The FMC m(t) in wood is the mass of water as % of the mass of dry wood, and it changes
with time t and atmospheric conditions. A simple empirical model of the evolution of m(t) in a
wood stick in constant atmospheric conditions is the stick losing water if m (t) > Ed, the drying
equilibrium, and gaining water if m (t) < Ew, the wetting equilbrium, with a characteristic time
constant T given by the stick diameter (T = 10h for 10h fuel). The values of Ew and Ed, Ew < Ed,
are computed from atmospheric conditions, namely relative humidity and temperature. We add

52



Figure 1: Data �ow in the existing model with Kalman �lter.

Figure 2: Data �ow with the Recurrent Neural Network.

to both a correction ∆E, assumed constant in time and to be identi�ed from data. This gives a
system of di�erential equation on the interval [tk, tk+1] for the augmented state u = (m,∆E) of
dimension 2,

dm

dt
=
Ew +∆E −m(t)

T
if m(tk) < Ew +∆E,

dm

dt
=
Ed +∆E −m(t)

T
if m(tk) < Ed +∆E,

dm

dt
= 0 if Ew +∆E ≤ m(tk) ≤ Ed +∆E,

d∆E

dt
= 0.

We apply the extended Kalman �lter to the evolution u (tk) 7→ u (tk+1) with the observations
m (tk) = d (tk)+noise.

The FMC Model and Kalman �lter blocks in the data �ow in Fig. 1 implement a nonlinear
operator. Since the operator is the same at all times tk, it is applied recurrently. We seek to
replace this operator by a Neural Network (NN) (Fig. 2), which then becomes a RNN.

3 Recurrent Neural Network

Filtering as an application of NNs is now classical. E.g., RNN was trained to match the Kalman
�lter [1] and synthetizing neural �lters [3] estimate both an optimal �lter and a model. For
contemporary RNN basics, see, e.g., [2, Ch. 15]. Our goal is to build a RNN in the context
of current high-performance high-level software, such as Keras, to translate a time series of the
atmospheric data in the form of features Ed, Ew to a time series of FMC values m.
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Figure 3: Learning and forecast with the time-lag model and Kalman �lter. The equilibrium
correction ∆E stabilizes in the training. Note a large prediction error from 300 to 600 hours.

`

Figure 4: Training and prediction with the Recurrent Neural Network.

Training RNNs is known to be tricky. One reason is that computing the gradient of the loss
function by back propagation uses the chain rule applied to the NN operator composed with itself
many times, which results in �vanishing� or �exploding� gradients. To overcome this, we train
a stateful RNN model [2, p. 532] and limit the number of times the NN operator is composed
with itself to a small number of s timesteps. In each batch, the built-in stochastic gradient (SG)
optimizer in Keras is presented with a sequence of training samples, each of the form of a short
sequence of (inputk+1,. . . ,inputk+s) and (targetk+s), k = 1, 2, . . .. The inputs are the features
(Ed, Ew) , and the targets are the observations from the RAWS FMC sensors. The NN operator
is applied to the recurrent state (hiddenk+1,. . . ,hiddenk+s) and the input to produce the new
recurrent state (hiddenk+2,. . . ,hiddenk+s+1) and (outputk+s) which is compared with (targetk+s)
to compute a contribution to the loss function and its gradient. After the RNN is trained, the
optimized weights are copied to an identical stateless NN model [2, p. 534], which is then used
for the evaluation of the NN operator in the prediction phase.

Though this procedure is commonly used, it did not work well in this application and the resulting
forecast was much worse than when using the extended KF. However, it is straightforward
to implement a version of the Euler method for the time-lag di�erential equation dm/dt =
(E −m) /T by a single neuron with linear activation and a suitable choice of weigths,

mk+1 = e−∆t/Tmk +
(
1− e−∆t/T

)
Ek, ∆t = tk+1 − tk.

Here, mk is the hidden state, also copied to the output, and Ek is the input. The single neuron
RNN worked well on synthetic examples, so we used a hidden layer with linear activation, pre-
trained by using the initial weights above.
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Our �nal network had one hidden layer of 6 neurons pre-trained as above, and one input and
one output neuron, also with linear activation. We chose the dimension of the hidden state 6 to
accommodate di�erent time scales. The training used s = 5 timesteps. The resulting prediction
(Fig. 4) was better than from the di�erential equation model with extended KF (Fig. 3).

4 Conclusion

We have used batch training of a stateful RNN with linear activation and initial weights chosen
to make the RNN an exact model in a special case. A hidden layer of several neurons initialized
to the same weights then produced a better prediction than a di�erential equation model with
extended KF. Exploiting this principle with more general activations, such as RELU, may enable
switching between di�erent behaviours, such as drying, wetting, or rain, or quanti�cation of
uncertainty in future.
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1 Introduction

This study presents an application of one special technique, further called as Bohl-Marek decom-
position, related to the mathematical modeling of biochemical networks with mass conservation
properties. We continue in direction of papers devoted to inverse problems of parameter esti-
mation for mathematical models describing the drug-induced enzyme production networks [3].
However, being aware of the complexity of general physiologically based pharmacokinetic (PBPK)
models, here we focus on the case of enzyme-catalyzed reactions with a substrate transport chain
[5]. Although our ultimate goal is to develop a reliable method for �tting the model parame-
ters to given experimental data, here we study certain numerical issues within the framework of
optimal experimental design [6]. Before starting an experiment on a real biochemical network,
we formulate an optimization problem aiming to maximize the information content of the corre-
sponding experiment. For the above-sketched optimization problem, the computational costs re-
lated to the two formulations of the same biochemical network, being (i) the classical formulation
ẋ(t) = Ax(t) + b(t) and (ii) the 'quasi-linear' Bohl-Marek formulation ẋM (t) = M(x(t))xM (t),
can be determined and compared.

2 Problem formulation

The system of di�erential equations describing the processes under study is described in Tab. 1.
It can be systematically derived using the so-called stoichiometric matrix S ∈ Rn×q, where q is
the number of reactions (including the transport of species).

Table 1: Description of the transport and reaction processes de�ning the network.

Description of the related process Chem. notation Param.

R0: Substrate Xext dosing (model input) ∅ → Xext u(t)
R1: Substrate transport between compartments Xext ⇌ Xint k0
R2: Enzyme E binds to substrate, Xint + E ⇌ C k1
formation of a complex C
R3: Reverse reaction to R2 k−1

R4: Complex breaks down into E plus C → E + P k2
a product P � altered substrate molecule

The vector of changes in species concentrations x ∈ Rn is then described as a linear transforma-
tion of the reaction rate vector ν ∈ Rq:

ẋ(t) = S ν(x, p), (1)
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where

S =

R1 R2 R3 R4


−1 0 0 0
1 −1 1 0
0 −1 1 1
0 1 −1 −1
0 0 0 1

, ν =


k0 (x1 − x2)
k1 x2 x3
k−1 x4
k2 x4

 , p =


k0
k1
k−1

k2

 . (2)

Reaction networks frequently possess subsets of reactants that remain constant at all times, i.e.,
they are referred to conserved species. Generally, there exists a conservation matrix Γ (with
dimension h× n), where the rows represent the linear combination of species (reactants), which
are constant in time. It can be solved explicitly for large systems (0 = Γ S). For our case of S
in form (2), the conservation property reads

x3 + x4 = e0, x1 + x2 + x4 + x5 = u0. (3)

Consequently, here

Γ =

(
0 0 1 1 0
1 1 0 1 1

)
. (4)

The existence of two relations (3) signi�es not only the possibility to reduce the number of state
variables, but also induces the reformulation of the governing equations for species concentration
using negative M-matrices, see (9). For instance, using (2), we get the resulting ODE system in
the usual form

ẋ(t) = Ax(t) + b(x(t)), (5)

with the constant matrix (the linear part of the system)

A =


−k0 k0 0 0 0
k0 −k0 0 k−1 0
0 0 0 k−1 + k2 0
0 0 0 −(k−1 + k2) 0
0 0 0 k2 0

 (6)

and the vector representing nonlinear, e.g. bilinear, parts

b(x(t)) =


u(t)

−k1 · x2(t) · x3(t)
−k1 · x2(t) · x3(t)
k1 · x2(t) · x3(t)

0

 . (7)

The initial conditions are
x(0) =

(
u(t0) 0 e0 0 0

)T
. (8)

The ODE system (5) is nonlinear because of the bilinear terms and time-varying dosing function
u(t). Nevertheless, thanks to the conservation properties (3), there exists an alternative, a quasi-
linear approach representing (in some sense) linearization of originally non-linear system (5)
with the block diagonal system matrix of a special form (negative M-matrix). However, the
system matrix dimension (order) has to be bigger because of the repeated presence of some state
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variables (as it is shown in the next section). To the best of our knowledge, this approach was
proposed by Bohl and Marek [1, 2] and further extended into the control theory framework by
Marek [4].

Theorem (Bohl-Marek decomposition): When the conservation equations of a system of
ODEs contain all variables, then the system can be decomposed into coupled, quasi-linear sub-
problems.

Sketch of the proof : Knowing that all state variables are involved in the conservation proper-
ties, the rate of change of the sum of certain variables (in the left hand side of a corresponding
ODE) must be zero. Consequently the corresponding part of column sums also must be zero.
Finally, the ODE can be reassembled in blocks with desired special structure of M-matrices.

Here in our case study, the state variables are listed in two subsets {x3, x4} and {x1, x2, x4, x5},
and thus the non-linear ODEs (5) can be represented as a linear system with the system matrix
of a special form, a negative M-matrix. Let these two subsets of state variables be assembled
and merged together as follows

x̃(t) =

(
x1(t)
x2(t)

)
, x1(t) =

(
x3(t)
x4(t)

)
, x2(t) =


x1(t)
x2(t)
x4(t)
x5(t)

 .

Then the ODE system for modi�ed state variable vector x̃(t) is

dx̃(t)

dt
=Mx̃(t), (9)

with the block diagonal system matrix M of a special form

M =



−k1 · x2 k−1 + k2 0 0 0 0
k1 · x2 −(k−1 + k2) 0 0 0 0

0 0 −k0 k0 0 0
0 0 k0 −k0 − k1 · x3 k−1 0
0 0 0 k1 · x3 −(k−1 + k2) 0
0 0 0 0 k2 0

 . (10)

The initial conditions are

x(0) =
(
e0 0 u(t0) 0 0 0

)T
.

3 Parameter estimation and experimental design

The quality of parameter estimation is usually measured by the squared error functional

J =

∫ tf

t0

(zm(t)− z(p;u(t); t))2 dt, (11)

where z(p;u(t); t) ∈ Rnout is the output vector, zm(t) ∈ Rnout are (continuous) measured data,
p ∈ Rq is a parameter vector, e.g., p = (k0, k1, k−1, k2)

T , and u(t) is the control input.

Here, in order to maximize the information content of the corresponding experiment, we formulate
the optimal control problem, e.g., we look for an optimal impuls input u(ti)

max
admissible u(t)

∥F(p0)∥. (12)
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If the quantity ∥F(p0)∥, being evaluated at p0, is the determinant of the Fisher information
matrix, i.e., ∥F(p0)∥ ≡ det(F(p0)), we speak about a D-criterion. Note that the key role in
evaluation of F plays the sensitivity matrix χ = ∂z(p0;u(t);t)

∂p ∈ Rnout×q because F = χTχ ∈ Rq×q.

4 Conclusion

As a proof of concept, we took the case of enzyme-catalyzed reactions with a substrate transport
chain, see [5] for parameter values. For two above introduced model formulations, i.e. the
classical formulation (5) and the 'quasi-linear' Bohl-Marek formulation (9), and based on the
di�erent impuls controls u(ti) � the same dosis of substrate in di�erent time instants ti, one can
calculate (numerically) parameter sensitivities, i.e. the partial derivatives of the output vector
z(p;u(t); t) with respect to individual model parameters. Afterwards, comparing ∥F(p0)∥, the
optimal control input maximizing the information content can be selected. Eventually, the
computational costs related to both formulations (5) and (9) can be compared as well.
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Matrix decay phenomenon and its applications

S. Pozza

Charles University, Prague

1 Introduction

In matrix computation, it is common to divide matrices into dense and sparse categories. Even
though such categories are not precisely de�ned, we can think of a sparse matrix as one whose
number of zero elements is large enough to be conveniently exploitable and a dense one as a
matrix that is not sparse. It is important to note that the notion of sparsity does not consider
the magnitude of the nonzero elements. This can be an issue since, in many applications, one has
to deal with dense matrices in which most elements are so close to zero to being negligible. These
matrices are close to being sparse in the sense that they are sparse upon truncation. Moreover,
the nonnegligible elements are usually localized in some part of the matrix, and the magnitude
of the other elements tends to decay to zero as we move away from them. Localization can
be exploited for linear system solvers, precondition construction, eigenvalue problems, matrix
function approximation, and many other numerical linear algebra problem; see, for instance, [1]
and references therein.

As an example, consider the tridiagonal (diagonally dominant) matrix A in Figure 1. Its inverse
is dense; however, the magnitude of its elements quickly decays to zero as we move away from the
diagonal, as visible in the right-hand plot of Figure 1. Therefore, the inverse can be considered
banded upon truncation; [4]

A =



3 1 0 · · · 0

1 3 1
...

0 1
. . . . . . 0

...
. . . . . . 1

0 · · · 0 1 3



Figure 1: Left: tridiagonal 60× 60 matrix A. Right: magnitude of A−1 elements in logarithmic
scale.

We �rst present the decay phenomenon for function of banded and sparse matrices (Sections 2
and 3). Then we discuss its role in Krylov subspace methods (Section 4). Finally, we show the
connection between the decay elements in the inverse of banded matrices and a new numerical
method for the solution of linear ODEs (Section 5).
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2 Functions of banded matrices

For the sake of simplicity, assume that A is a matrix with upper and lower bandwidth b. Then
Ak has (upper and lower) bandwidth kb, for k = 0, 1, . . . . Now, consider a matrix function
de�ned by the series f(A) =

∑∞
j=0 αkA

k, with αk ∈ C (for instance, αk = 1/k! de�nes the
matrix exponential exp(A) and αk = αk, with |α| small enough, the resolvent (I − αA)−1); see,
e.g., [6]. Under certain conditions on αk and on A, the elements in αkA

k converge to zero. This,
together with the fact that Ak has bandwidth kb, explains the observed decay phenomenon.
Using polynomial approximation, it is possible to produce a-priori bounds for the magnitude of
the o�-diagonal elements of f(A), which usually take the form

|f(A)i,j | ≤ Kρ|i−j|, (1)

with K > 0 and 0 < ρ < 1 determined by f and A. Such bounds usually depend on i) the (upper
and lower) bandwidth of A, ii) the properties of the function f , iii) the spectral properties of
A (e.g., spectral sets such as the spectral interval, the �eld of values, and the pseudospectrum).
For more information, see, e.g., [1, 2, 8].

3 Functions of sparse matrices

The analysis of the decay phenomenon for banded matrices can be extended to sparse matrices
by using graph theory (e.g., [1, 2, 3]). Let G = (V,E) be the graph induced by the sparsity
pattern of A, i.e., the graph with nodes V = {1, . . . , N}, where N is the size of A, and edges
(i, j) ∈ E if and only if Aij ̸= 0 (assuming A elements are from {0, 1}, A is the adjacency matrix
of G). The length of the shortest walk from a node i to a node j is called the (geodesic or
shortest-path) distance in G from i to j and is denoted by dG(i, j). The following property holds

(Ak)ij = 0, for every k < dG(i, j). (2)

Analogously to the banded case in Section 2, it is possible to use (2) in combination with
polynomial approximation to devise a-priori decay bounds for f(A). In this case, the bounds
take the form

|f(A)i,j | ≤ KρdG(i,j),

with K > 0 and 0 < ρ < 1 determined by f and A. Note that the distance from the diagonal of
formula (1) is replaced here by the geodesic distance; see, e.g., [1, 3].

Vice versa, it is also possible to exploit the decay phenomenon to analyze the stability of network
centrality measures upon edge perturbation as done in [9]. Indeed, popular and e�ective measures
of the importance of a node or a set of nodes in a graph are de�ned in terms of suitable entries
of functions of matrices f(A), with A the adjacency matrix of the graph G = (V,E). Let us add,
remove or simply modify the edges in the set δE, obtaining G̃ = (V, Ẽ), with Ẽ ⊂ E ∪ δE and
with adjacency matrix Ã = A+ δA. In [9], bounds for the quantity |f(A)k,ℓ − f(A+ δA)k,ℓ| are
provided which enlightens the dependency on the distance that separates either k or ℓ from the
nodes touched by the edges in δE.
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4 Decay phenomenon in Krylov subspace methods

Given a matrix A ∈ RN×N and a vector v ̸= 0, Arnoldi's method produces the orthogonal matrix
Um = [u1, . . . ,um], basis of the (polynomial) Krylov subspace

Pm(A,v) := span
{
v, Av, . . . , Am−1 v

}
.

Starting with u1 = v/∥v∥, Arnoldi's method is a Gram-Schmidt orthogonalization process de-
�ned by the recurrences

tj+1,juj+1 = Auj −
j∑

i=1

ti,jui, ti,j = u
∗
iAuj , tj+1,j = ∥uj+1∥, j = 1, . . . ,m.

The recurrences can be rewritten in the matrix form AUm = UmTm + tm+1,mum+1e
T
m, with

Tm the m ×m upper Hessenberg matrix with entries ti,j (em the mth vector of the canonical
basis). Note that by orthogonality, we get Tm = U∗

mAUm. The matrix Tm plays two roles in the
algorithm: i) it represents the orthogonalization process (coe�cients ti,j), ii) it represents the
action of A in the Krylov subspace Pm(A,v), i.e., UmTmU

∗
m = UmU

∗
mAUmU

∗
m. The matrix Tm

can be used for matrix-function approximation in the formula

f(A)v ≈ Umf(Tm)e1;

see, e.g., [6]. Since Tm is banded in its lower part, it is possible to derive a-priori decay bound for
f(Tm). Such decay bounds can be used, e.g., for devising relaxed approaches (inexact Arnoldi)
and producing stopping criteria for iterative solvers in matrix function evaluations and matrix
equation problems; see, e.g., [5, 8].

4.1 Rational Krylov subspace method

Setting σ = [σ1, . . . , σm−1] with σj /∈ λ(A), the rational Krylov subspace is de�ned as

Km(A,v,σ) := span

v, (A− σ1I)
−1 v, . . . ,

m−1∏
j=1

(A− σjI)
−1 v

 .

The rational Krylov subspace method (RKSM) produces the orthogonal matrix Vm=[v1, . . . ,vm]
basis of Km(A,v,σ). RKSM is based on the Gram-Schmidt orthogonalization recurrences:

hj+1,jvj+1 = (A− σjI)
−1vj −

j∑
i=1

hi,jvi, hi,j = v
∗
i (A− σjI)

−1vj , hj+1,j = ∥vj+1∥,

for j = 1, . . . ,m, which can be rewritten in the matrix form

AVmHm = VmKm − hm+1,m(A− σmI)vm+1e
T
m,

with Hm the Hessenberg matrix with entries hi,j , and Km = (I + Hm diag(σ1, . . . , σm)). The
reduced-order matrix is de�ned as

Jm := V ∗
mAVm = KmH

−1
m − hm+1,mV

∗
m(A− σmI)vm+1e

T
mH

−1
m ,

which is the projection of A onto Km(A,v,σ). The matrix function f(Jm) can be used in matrix
function and in matrix equation approximations (see references in [7]). Despite the fact that Jm
is, generally, not banded, it is still possible to derive a-priori decay bounds for f(Jm) exploiting
i) the hidden sparsity structure of Jm, that is a consequence of the orthogonalization process, ii)
rational function approximation, iii) the domain of analyticity of f , iv) the �eld of values of A.
See [7] for more information.
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5 Decay phenomenon and ODEs

In the new method for the solution of a linear ODE presented in [10], the ODE solution y(t) ∈ C,
with t in a bounded interval I, is given in terms of the coe�cients of a truncated Legendre
polynomial expansion, i.e., y(t) ≈

∑M−1
j=0 ujpj(t), with pj(t) Legendre polynomials. In particular,

the vector of the coe�cients u = [uj ]
M−1
j=0 is de�ned by the expression

u = H(I − F )−1e1,

with H,F banded matrices, and e1 the �rst canonical vector. Since y(t) is a smooth function, we
expect |uj | to exponentially decay as j increases (for M large enough). This is re�ected by the
fact that (I − F )−1e1 is the �rst column of the resolvent of F whose elements are also expected
to decay in magnitude under certain conditions on F .

Acknowledgement: This work was supported by Charles University research programs UNCE/SCI/023
and PRIMUS/21/SCI/009.
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Numerical approximation of the spectrum

of self-adjoint operators, operator preconditioning

and an un�nished talk with Radim Blaheta

Z. Strako²

Charles University, Prague

Many phenomena are mathematically expressed in terms of eigenvalues and eigenvectors of ma-
trices and operators. Besides standard physical and engineering examples of waves and vibra-
tions, they are essential also, e.g., in the mathematical foundations of quantum mechanics, which
pioneered its use in spectral representations of Hermitian/self-adjoint operators.

Consider a real symmetric n by n matrix G. It can be considered as a mapping that takes a
vector u in the n-dimensional Euclidean space and maps it to a vector Gu in the same space.
Basic linear algebra results state that there are exactly n vectors in this space that remain
essentially unchanged when mapped by G, except for multiplication by a real number, i.e.,
Gui = λiui, i = 1, 2, . . . , n. Moreover, these vectors are orthogonal, their normalized versions
form an orthonormal basis and the matrix can be written as G =

∑n
i=1 λiuiu

T
i , which is called the

spectral decomposition of G. This result can be generalized to operators de�ned on an in�nite
dimensional real Hilbert space V . Indeed, any self-adjoint operator G : V → V can be expressed
in terms of the Riemann-Stieltjes integral as

G =

∫
λ dE(λ), i.e., (Gψ, ϕ) =

∫
λ d(E(λ)ψ, ϕ) for all ψ, ϕ ∈ V,

where the spectral function E(λ) of G represents a family of orthogonal projections (projection-
valued measure), analogous to {uiuTi , i = 1, . . . , n} for symmetric matrices.d

When such an in�nite dimensional operator is discretized, as, e.g., when solving boundary value
problems for partial di�erential equations, we should be concerned with the interplay between the
eigenvalues of the matrices arising from discretizations and the whole spectrum of the associated
in�nite-dimensional operator. This issue is not only of theoretical interest, but it is also important
for e�cient numerical computations. Such consideration must naturally include the continuous
part of the spectrum of G. This contribution presents some recent results in this direction.

The presented results were obtained jointly with Tomá² Gergelits, Kent-André Mardal and, in
particular, Bjørn Fredrik Nielsen. But they are much in line with many discussions that we had
together with Radim Blaheta over several decades and that were for me always useful and very
pleasant. Due to involvement in many other projects and duties we have not transformed them
into a real joint project that would end up in a joint paper. Our intention to change this will
remain un�nished. But our interaction have de�nitely been for me very rewarding, professionally
and even more personally.
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Improving computational e�ciency of contact solution in fully

resolved CFD-DEM simulations with arbitrarily-shaped solids

O. Studeník, M.Kotou£ �ourek, M. Isoz

University of Chemistry and Technology, Prague
Institute of Thermomechanics of the CAS, Prague

1 Introduction

The primary motivation for this work is the increasing demand for an e�cient and accurate de-
scription of systems with a solid phase dispersed in a �uid. These processes are vastly spread in
industry and nature, and the most common practice is describing them with experimental data
or empirical correlations [1]. At smaller scales, their direct simulation is possible via computa-
tional �uid dynamics (CFD) coupled with the discrete element method (DEM). Still, the vast
majority of present-time CFD-DEM solvers neglect the particles shapes and approximate them
as spheres [2]. This approach is bene�cial with respect to computational e�ciency. However,
the realistic particle shape has to be considered in numerous applications, see, e.g., deposition
of an active catalytic layer into a monolith structure [3]. The true particle shape might be ap-
proximated utilizing a cluster of spheres or a single particle with a complex surface de�ned by
a triangulation of the real particle surface. In the present contribution, we concentrate on the
latter and apply the softDEM approach with the overlap computation stemming from [4], which
is based on the so-called overlap volume. The overlap volume computation for a contact between
two arbitrarily-shaped solids is costly. Previously, we proposed an e�cient algorithm for the
overlap volume computation in CFD-DEM solvers called virtual mesh [5]. Presently, we further
evaluate the new algorithm accuracy and focus on its parallelization. In the following, we brie�y
outline the fundamental principles of our in-house CFD-DEM solver [6] and hint at the currently
tested approach to parallelization of both its CFD and DEM parts. The discussion of principles
is complemented by a few illustrative results.

2 Methods

Overall, our goal is to couple the Eulerian description of a �uid �ow with particle transport
model implemented within the Lagrangian framework. In particular, let us have a computational
domain Ω ⊂ R3 divided into solid part Ωs(t) and �uid part Ωf(t). In Ω, we study �ow and
transport of solids. The �ow is solved as Eulerian in the whole Ω. Considering an incompressible
Newtonian �uid, the �ow is governed by the standard Navier-Stokes equations

M(u) = −∇p̃+ fib
∇ · u = 0

, M(u) =
∂u

∂t
+∇ · (u⊗ u)−∇ · (ν∇u) (1)

where u is the �uid velocity, ν kinematic viscosity, and p̃ kinematic pressure. The forcing term
fib is constructed in a way that it generates a �ctitious representation of Ωs inside Ω. The speci�c
used immersed boundary method is described in detail in [6].

The main focus of the present contribution lies in the DEM (Lagrangian) part of the presented
CFD-DEM solver. First, Ωs is split into individual solid bodies Ωs =

⋃NB
i=1 Bi and the movement
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of Bi is governed by

mi
d2xi

dt2
= fg + fd + fc , Ii

dωi

dt
= tg + td + tc , (2)

where mi is the mass of Bi and xi(t) its centroid position at time t. Next, ωi is the body angular
velocity and Ii is the matrix of its inertial moments. In this work, we consider Bi to be a�ected
by gravity (g), drag (d), and contact (c) with other bodies or solid parts of Ω boundary. Thus,
f and t in (2) represent the forces and torques acting on Bi, respectively.

The computational e�ciency of any CFD-DEM solver is strongly a�ected by the e�ciency of con-
tact solution, i.e., by the e�ciency of fc and tc evaluation. In the present work, we consider sys-
tems with arbitrarily-shaped solids de�ned by a triangulation of their surface ∂Bi, i = 1, . . . , NB.
Now, let us consider contact between two elasto-plastic bodies Bi and Bj . Provided the bodies
are of arbitrary shape, the normal contact force fn

c acting on the bodies is computed as [6],

fn
c =

(
Y ∗V o

ij

ℓc
+ γ∗

√
Y ∗M∗

ℓ3c

dV o
ij

dt

)
n , ℓc = 4

rirj
ri + rj

, V o
ij =

∫
Bi∩Bj

λ dV , (3)

where Y stands for Young's modulus, γ represents the damping coe�cient, M represents the
mass of the colliding pair, n is the contact normal, ℓc represents characteristic length of contact,
with r being the distance between particle's centroid and the center of contact. By Bi ∩ Bj

we mark yet unde�ned computational cells shared between the bodies Bi and Bj . Finally, the
material properties marked with ∗ denote the harmonic average of the material properties of
individual solids. For a detailed description of the model (3) and its physical motivation, see [4].

Numerical solution of the governing equation The complete CFD-DEM solver is imple-
mented in the C++ library OpenFOAM [7]. The Eulerian part (1) of the coupled system (1)
and (2) is discretized via the �nite volume method (FVM), providing a computational mesh
Ωh = Ωh

s ∪Ωh
f . Hence, each body Bi now has its FV-discretized counterpart Bh

i spanning a �nite
number of cells, which can be used to evaluate (3). However, utilizing Ωh for the DEM-related
computations is ine�cient as (i) DEM requires a signi�cantly �ner mesh than CFD, and (ii) FV
mesh usable for CFD computations needs to carry a number of variables that are not required
for DEM and as such, it is an unnecessarily complex object.

To overcome the issues with computational e�ciency of contact solution between arbitrarily-
shaped solids, we proposed a virtual mesh, which is local to each potential contact between
solids Bi and Bj and used to (i) identify the contact and to, (ii) evaluate key parameters (V o

ij ,n)
in relation (3) in an e�cient manner, for details see [5]. However, the selected approach poses
an interesting challenge to code parallelization. The �rst level of parallelization (L1) concerns
mainly the �ow and the selected approach is inherited from OpenFOAM and based on the domain
decomposition. Still, the contact evaluation, which is based on the virtual mesh, is (almost) inde-
pendent on the decomposed Ωh. Thus, it is pro�table to construct a second parallelization level
(L2), where not the FV cells, but individual contacts are distributed between the computational
resources.

3 Results

To evaluate the virtual mesh algorithm accuracy and e�ciency, let us concentrate on a simple
elasto-plastic collision between perfect spheres. Two tests were designed to (i) study the evolution
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Figure 1: Convergence test results (a) evolution of the normal contact force magnitude during
the collision. (b) Rate of convergence of the end time velocity ||v(tf)|| and the normal contact
force impulse ||Jc|| towards the analytical sphere results.

of normal contact force fn
c and to evaluate the algorithm single-core e�ciency, and to (ii) test the

current code parallelization. In the �rst test, we consider one pair of identical spherical particles
projected onto hexahedral CFD computational mesh with the particle diameter ds spanning over
20 CFD cells. Initially, the sphere centers are 1.5 ds apart. The top sphere moves towards the
�xed bottom sphere with the initial velocity of vi = (0,−1, 0)Tms−1 and the y axis connecting
the sphere centers. The material properties are rubber-like, i.e. Y = 0.1GPa, ρ = 1000 kgm−3,
and the damping coe�cient is set to γ = 2.5. The second test comprises simultaneously evaluated
eight pairs of contacts identical to the �rst test. In the following, the tests are referred to as
"single colliding pair" and "multi-colliding pairs", respectively. All the numerical computations
are focused solely on the DEM behavior with the time integration step ∆t = 5µs.

Convergence of virtual mesh to perfect geometry The virtual mesh is designed for ar-
bitrarily shaped solids represented by a triangulated surface. However, to discard the possible
error caused by an inaccurate geometry, we work solely with perfect spheres. In the virtual
mesh, the CFD cells are divided to nξ = 23LV sub-volumes ξ, which are used to numerically
evaluate (3)3. The virtual mesh results are compared to the ones obtained from softDEM lever-
aging analytical (3)3 evaluation available for perfect spheres. The independent variable for the
test is the length of the side ℓ of the sub-volume ξ at the re�nement level LV = 1, . . . , 6; ℓLVξ .
The comparison of ∥fn

c ∥ evolution during the contact given in Fig. 1a shows that for LV ≥ 4
the ∥fn

c ∥ evolution is qualitatively indistinguishable from the analytical results. Quantitatively,
the observed rate of convergence for magnitudes of the terminal particle velocity ||v(tf)|| and the
normal contact force impulse ||Jc|| is approximately 0.9 and 2.4, respectively, see Fig. 1b.

Single-core virtual mesh e�ciency Now, let us compare computational costs of three ap-
proaches applicable for accurate contact solution for the spherical particles in CFD-DEM, (i)
analytical solution, (ii) proposed virtual mesh (VM) and (iii) adaptive CFD mesh re�nement
(AMR) in the vicinity of contact. The tests were performed for the same settings of spatial
re�nement as in the former test. However, the analytical solution is not a�ected by the spatial
re�nement as it is mesh-independent. The AMR results are presented only up to re�nement level
LV = 3, as the higher settings are computationally unfeasible due to the required time and disk
capacity. For detailed results, see Fig. 2a.
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Figure 2: (a) Single colliding pair, comparison of computational times for selected approaches (i)
analytic solution (ii) virtual mesh (VM) and (iii) adaptive mesh re�nement (AMR), with di�erent
levels of re�nement. (b) Multi-colliding pairs, scaling of our current DEM implementation.

Parallelization and speed-up of contact solution The last test is an e�ciency study of
our current parallelization implementation for the contact solution with virtual mesh. The used
test is the multi-colliding pairs one with the level of re�nement LV = 5. The test was evaluated
using 1, . . . , 8 CPUs. The test results are given in Fig. 2b. The presented data combine the
original L1 OpenFOAM parallelization with a custom L2 approach designed for virtual mesh.
For the L2 approach, the maximum reasonable number of CPUs for 8 multi-colliding pairs is 8
as each CPU is assigned a single contact pair.

4 Conclusion

In this paper, we presented new results for the virtual mesh extension to our in-house devel-
oped CFD-DEM solver that were focused on the improvement of accuracy and computational
e�ciency for the collision of arbitrarily shaped solids. The results show satisfactory accuracy
with a signi�cant increase in time e�ciency compared to alternative methods such as adaptive
CFD mesh re�nement. However, the virtual mesh time requirements are still high compared to
analytical approaches applicable to spherical particles. A method to increase the virtual mesh
is e�cient utilization of parallel architectures, which, despite being a work in progress, shows
promising results.

Acknowledgement: The work was supported by the institutional support RVO:61388998 and
by the Czech Science Foundation (GA 22-12227S).
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L2 stability of macroscopic tra�c �ow models

on networks using numerical �uxes at junctions
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1 Introduction

Modelling of tra�c �ows will have an important role in the future. With a rising number of
cars on the roads, we must optimize the tra�c situation. That is the reason we started to study
tra�c �ows. We can model real tra�c situations and optimize e.g. the timing of tra�c lights or
local changes in the speed limit. The bene�ts of modelling and optimization of tra�c �ows are
both ecological and economical.

Let us have a road and an arbitrary number of cars. We would like to model the movement of
cars on our road. There are two main ways how to describe tra�c �ow, microscopic models and
macroscopic models. We choose the macroscopic approach, where we view our tra�c situation
as a continuum and study the density of cars in every point of the road. This model is described
by partial di�erential equations.

2 Macroscopic tra�c �ow models

Our work [1] describes the numerical solution of tra�c �ows on networks. Using macroscopic
models, it is possible to make simulations on big networks with a large number of cars. These
models are described by partial di�erential equations in the form of conservation laws:

∂

∂t
ρ (x, t) +

∂

∂x
Q (x, t) = 0, (1)

where ρ (x, t) and Q (x, t) are the unknown tra�c density and tra�c �ow at position x and
time t, respectively. Equation (1) must be supplemented by the initial condition ρ(x, 0) = ρ0(x)
and Q(x, 0) = Q0(x) and an in�ow boundary condition. We have only one equation (1) for
two unknowns. Thus, we use the Lighthill�Whitham�Richards model (abbreviated LWR) where
Q (x, t) is taken as the equilibrium �ow Qe(ρ(x, t)), cf. [1].

Following [2], we consider a complex network represented by a directed graph. The graph is a
�nite collection of directed edges, connected together at vertices. Each vertex has a �nite set
of incoming and outgoing edges. On each road (edge) we consider the LWR model, while at
junctions (vertices) we consider a Riemann solver.

3 Discontinuous Galerkin method

Due to the character of equation (1), we can expect discontinuity of the tra�c density ρ (x, t).
Therefore, for the numerical solution of our models, we choose the discontinuous Galerkin (DG)
method, which is essentially a combination of �nite volume and �nite element techniques, cf. [3].
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Consider an interval Ω = (a, b). Let Th be a partition of Ω into a �nite number of intervals
(elements). We denote the set of all boundary points of all elements by Fh. We seek the
numerical solution in the space of discontinuous piecewise polynomial functions Sh = {v; v|K ∈
P p(K), ∀K ∈ Th}, where P p(K) denotes the space of all polynomials on K of degree at most
p ∈ N. For a function v ∈ Sh we denote the jump in the point s as [v]s = v(L)(s)−v(R)(s), where
we use the notation of spatial limits v(L)(s) := limx→s− v(x) and v

(R)(s) := limx→s+ v(x).

The DG formulation of equation (1) then reads: Find ρh : [0, T ] → Sh such that∫
Ω
(ρh)tφdx−

∑
K∈Th

∫
K
Qe(ρh)φx dx+

∑
s∈Fh

H(ρ
(L)
h , ρ

(R)
h ) [φ]s =

∫
Ω
gφdx,

for all φ ∈ Sh. In the boundary terms on Fh we use the approximation Qe(ρh) ≈ H(ρ
(L)
h , ρ

(R)
h ),

where H is a numerical �ux. We use the Godunov �ux, cf. [4]:

H(u
(L)
h , u

(R)
h ) =

min
u
(L)
h ≤u≤u

(R)
h

f(u), if u(L)h < u
(R)
h ,

max
u
(R)
h ≤u≤u

(L)
h

f(u), if u(L)h ≥ u
(R)
h .

(2)

For our purposes, we use an alternative form of the Godunov numerical �ux. Let the convective
�ux f have a global maximum at u∗ and f is non�decreasing on the interval (−∞, u∗] and
non�increasing on [u∗,∞). Then the Godunov numerical �ux is de�ned as

HGod
(
u−, u+

)
= min

{
fin(u

−), fout(u
+)
}
, (3)

where

fin(u
−) =

{
f(u−), if u− < u∗,

f(u∗), if u− ≥ u∗,
fout(u

+) =

{
f(u∗), if u+ ≤ u∗,

f(u+), if u+ > u∗.

This can be interpreted as the maximal possible �ow through the common boundary, where fin
is the maximal possible in�ow from the left element and fout is the maximal possible out�ow
to the right element. Formulas (2) and (3) are equivalent in the case of the convective �ux f
de�ned above.

4 Implementation

For time discretization of the DG method we use the Adams�Bashforth methods. As a basis for
Sh, we use Legendre polynomials. We use Gauss�Legendre quadrature to evaluate integrals over
elements.

Because we calculate physical quantities (density and velocity), the result must be in some
interval, e.g. ρ ∈ [0, ρmax]. Thus, we use limiters in each time step to obtain the solution in
the admissible interval. Here it is important not to change the total number of cars, which is
ful�lled by complying with the relevant CFL condition. Following [4], we also apply limiting to
treat spurious oscillations near discontinuities and sharp gradients in the numerical solution.

All the above was performed on networks. Thus, we had to deal with the problem of boundary
conditions at the junctions. In [1] we introduce our own approach to boundary conditions at
junctions, which uses special numerical �ux choices. This approach is new and the behavior
of the resulting model can be interpreted as the introduction of turning lanes in front of the
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junction. This is a di�erent approach to the models in [2] and [5], which correspond to single�
lane roads where overtaking is prohibited. Moreover, the presented construction of the tra�c
�ux at junctions allows the simulation of arbitrary tra�c light combinations instead of only full
red/green lights as in [2] and [5].

We proved several important properties of our proposed numerical scheme, such as a discrete
analogue to the Rankine�Hugoniot conditions for the numerical �uxes at the junction, conser-
vation property of the DG scheme and tra�c distribution error, cf. [1, Lemma 2, Theorems 1
and 2]. In our further researched we proved L2 stability of the solution and derived estimates
of the discretisation error. These new results are the subject of a subsequent paper which is in
preparation.

5 Conclusion

Our ongoing work deals with the numerical solution of macroscopic tra�c �ow models on network
using the discontinuous Galerkin method. We brie�y described an overview of our paper [1]
and discussed the theoretical results we obtained. On individual roads, we use the Godunov
numerical �ux, while on junctions, we construct a new numerical �ux based on the preferences
of drivers. We show several important properties of our proposed numerical scheme, such as
the Rankine�Hugoniot conditions, conservation property of the DG scheme, L2 stability, and
discretisation and tra�c distribution errors. In the paper, we compare our approach with the
paper [5] by �ani¢, Piccoli, Qiu and Ren, where Runge�Kutta methods are used along with
a di�erent choice of numerical �uxes at junctions. We discuss the di�erences between the two
approaches, where that of [5] corresponds to single�lane roads with a strict enforcement of a priory
tra�c distribution, while the presented approach corresponds to having dedicated turning�lanes
and/or �exibility of the drivers' preferences in extreme situations such as congestion.
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Comparison of di�erent approaches to determination

of resonant frequencies of coupled vibro-acoustic systems
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1 Introduction

This contribution deals with resonant frequency determination of the coupled vibro-acoustic
problem. This problem is motivated by popular relaxing technique used by voice professionals
� phonation into tubes or straws of various dimensions, see [3]. The enlargement of vocal tract
by an additional tube, i.e. prolongation of the acoustic resonator, should result to the decrease
of acoustic resonant frequencies, here to the proximity of the vocal folds vibrational spectrum.
Contrary to this purely acoustic theory, the �rst acoustic resonance frequency was substantially
higher, see measurements [3]. The same reference explained it satisfactory by relatively strong
interaction between acoustics and mechanically compliant vocal folds with the aid of a simpli�ed
1D model. Here we develop 2D model and we present two approaches of resonant frequencies
determination � the modal analysis and the transfer function approach.

2 Mathematical model

Let us consider a two-dimensional vibro-acoustic problem in domain Ω which is composed of
elastic structure domain Ωs (vocal folds) and acoustic domain Ωa. The acoustic domain represents
human vocal tract of the length L1 together with a thin tube inserted into mouth of the length
L2 and diameter S2, see Figure 1. The following (disjoint) parts of boundary ∂Ω are considered:
Γa
Dir, Γ

s
Dir and Γa

Neu and the common interface ΓW.

Figure 1: Scheme of considered vibro-acoustic domain Ω consisting of structure domain Ωs and
acoustic domain Ωa together with marked boundaries of ∂Ωa.

As we are interested in frequency spectra the vibro-acoustic problem is described in frequency
domain, i.e. all involved quantities depend on the spatial coordinates x and angular frequency
ω, e.g. u(x, ω). Such description can be obtained by Fourier transform of the corresponding
equations in time domain, see e.g. [1].
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Acoustics. The sound propagation through homogeneous medium is governed in frequency
domain by the Helmholtz equation for acoustic potential ϕa(x, ω), see [1],

−ω
2

c2
ϕa −∆ϕa = fa(x, ω), in Ωa, (1)

where c is the speed of sound and function fa describes possible generic sound sources. Acoustic
potential is related to acoustic velocity and pressure by relations: va = −∇ϕa, pa = iωρa ϕa,
where ρa is constant air density and i2 = −1. Two types of boundary conditions are here regarded

a) ϕa(x, ω) = 0 for x ∈ Γa
Dir, b)

∂ϕa

∂n
(x, ω) = 0 for x ∈ Γa

Neu, (2)

where vector n = (nj) is unit outer normal to ∂Ωa. Condition (2 a) models the free end of tube
while condition (2 b) represents fully re�ecting walls, see [1].

Elastic structure. The elastic structure displacement u(x, ω) = (u1, u2) is modelled by

ω2ρsui +
∂τ sij
∂xj

= fsi (x, ω), in Ωs, (i = 1, 2), (3)

where ρs is the structure density, τ sij denote the components of the Cauchy stress tensor and
functions fsi stay for a possible elastic volume force source. The elastic body is here considered
isotropic thus the stress tensor components can be written with help of the Hooke's law and
Lamé coe�cients λs, µs as

τ sij = λsdiv u δij + 2µsesij(u), (4)

where esij(u) = 1
2

(
∂uj

∂xi
+ ∂ui

∂xj

)
is the small strain tensor, [1]. The elastic body is �xed on the

boundary Γs
Dir

u(x, ω) = 0, for x ∈ Γs
Dir. (5)

Vibro-acoustic coupling. The common vibro-acoustic coupling is used, i.e. the continuity of
normal velocities and normal stresses along interface ΓW is prescribed. It leads to the boundary
condition for acoustic potential ϕa of the form

∂ϕa

∂n
(x, ω) = −iω u(x, ω) · n, x ∈ ΓW, (6)

where unit outer normal n = (nj) to ΓW points from Ωs to Ωa. i.e. it represents the acoustic
emission given by normal acceleration of vibrating surface ΓW, [1].

Further, the boundary condition prescribed for elastic body reads

τ skl(x, ω)nl = −iωρa ϕa(x, ω)nl, x ∈ ΓW. (7)

3 Numerical modelling

The FEM is used for spatial discretization of both subproblems (1) and (3). The Lagrange �nite
elements of the �rst order is chosen in both cases.
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Acoustics. The weak formulation of problem (1) together with conditions (2) and (6) in func-
tional space X = {f ∈ H1(Ωa)|f = 0 on Γa

Dir} reads: �nd ϕa ∈ X that

−ω
2

c2
(ϕa, η)Ωa + (∇ϕa,∇η)Ωa − iω (u · n, η)ΓW

= (fa, η)ΓW
(8)

is satis�ed for any η ∈ X and by (·, ·)D is denoted the scalar product of functions from L2(D).

Finite element approximation ϕah of sought exact ϕa can be expressed as a linear combination
of basis functions ηj from FE space Xh, i.e. ϕah(x, ω) =

∑N
j=1 α

a
j (ω)ηj(x). It leads to linear

algebraic system of equations for unknown vector αa = (αa
j ) for given ω ∈ R

−ω
2

c2
Maαa +Kaαa − iωCsαs = ba(ω), (9)

where vector αs denotes unknowns of elastic part of the problem. The elements of matrices
Ma = (ma

ij),Ka = (kaij) and Cs = (csij) and the right hand side (RHS) vector ba(ω) = (baj ) are
given by

ma
ij = (ηj , ηi)Ωa , kaij = (∇ηj ,∇ηi)Ωa , csij =

(
ψj · n, ηi

)
ΓW

, baj = (fa(ω), ηj)Ωa , (10)

where ψj denotes FE basis functions of the structural FE approximation space Vh. Since the
acoustic and the structure meshes are chosen to be consistent across the interface ΓW no special
treatment of the coupling matrices is needed.

Elastic structure. The standard weak formulation of (3) together with considered boundary
conditions (5) and (7) leads to problem � �nd u ∈ V such that

−ω2ρs (u,ψ)Ωs + (λs(div u) I+ 2µses(u), es(ψ))Ωs + iωρa (ϕan,ψ)ΓW
= (f s,ψ)Ωs , (11)

holds for all ψ ∈ V = V × V , V = {f ∈ H1(Ωs)|f = 0 on Γs
Dir}.

The same discretization procedure by the FEM yields

−ω2Msαs +Ksαs + iωρaCaαa = bs(ω), (12)

where matrices Ms and Ks are the mass and sti�ness matrices, respectively. The components of
right hand side vector are bsj(ω) =

(
f s,ψj

)
Ωs and the elements of coupling matrix are given by

caij = (ηj n, ψi)ΓW
.

Numerical solution of coupled vibro-acoustic problem. Collecting all terms of (9) and
(12) in one system depending on the given ω ∈ R yields(

−ω2

(
1
c2
Ma 0
0 ρsMs

)
+ iω

(
0 −Cs

ρaCa 0

)
+

(
Ka 0
0 Ks

))(
αa

αs

)
=

(
ba

bs

)
. (13)

In order to obtain frequency spectra two approaches can be followed. First, problem (13) assum-
ing zero RHS vector represents the generalized eigenvalue problem which can be solved by e.g.
mathematical library ARPACK. Second, the transfer function approach based on the computa-
tion of system response on the unit forcing at the given frequency is considered. The frequency
spectrum is then obtained by substituting discrete values from the interval of frequency interest,
see e.g. [1].
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4 Numerical experiments

The considered vocal tract (VT) model with L1 = 0.1931m is based on vowel [u:] of [2] and
additional tube of dimensions L2 = 0.264m, S2 = 6.77mm, see [3]. The speed of sound is chosen
as c0 = 343m/s and density is ρa = 1.2 kg/m3. The vocal fold (VF) geometry and material
settings are overtaken from [4], i.e. density is chosen as ρs = 1020 kg/m3.

First, the modal analysis of the coupled system (13) is performed, see Figure 2. Two obtained
eigenfrequencies of the coupled system with acoustic meaning (under 800Hz) are identical in this
case with the �rst two modes of purely acoustic system composed of VT and tube and without
coupling to the elastic VF. Thus this approach does not provide us relevant results (with current
implementation in program Octave and its eigenvalue procedure).

Figure 2: The �rst �fty eigenmodes of coupled system (blue crosses) compared with purely
structural eigenfrequencies (red circles). Two highlighted frequencies with acoustic meaning are
140Hz and 560Hz.

Second, the transfer function approach is utilized. The unit forcing is prescribed in the closest
vertices to point [0.0065, 0]m (acoustics) and [0.006,±0.002]m (structure). Then for frequency
in the range of 50− 1000Hz the problem (13) is solved. The max norm of acquired solutions are
plotted in Figure 3. By further analysis of spatial distributions of solutions at selected frequencies
can be found that the sought eigenfrequencies of the coupled system are: 305 and 690Hz. For
details see upcoming poster.

Figure 3: The response of coupled system (blue) to unit forcing at the chosen position and the
given frequency. The purely structural frequencies are included for comparison (red circles). The
highlighted frequencies without structural origin are: 146, 305, 390, 483, 690 and 720Hz.

5 Conclusion

The mathematical model of the vibro-acoustic problem in frequency domain motivated by phona-
tion into tubes was described. The �nite element method is used for the numerical solution of
this problem. Two di�erent approaches how to determine the resonant frequencies of the coupled
system is presented. The modal analysis in this case failed probably due to wrong internal setting
of the eigenvalue solver in Octave. The transfer function approach pointed on many frequencies
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not related to the structure spectrum. Based on the spatial con�guration of the investigated
solutions the �rst two eigenfrequencies of the coupled system with an acoustic importance were
identi�ed. In accordance with reference [3] the �rst (acoustic) eigenfrequency of coupled system
305Hz is signi�cantly raised compared to the same setting considering purely acoustic problem
(F1 = 139.8Hz).
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of the Grant Agency of the CTU in Prague.
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