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Preface

Seminar on Numerical Analysis 2021 (SNA'21) is the 15th meeting in a series of SNA events.
The previous meetings were held in Ostrava 2003, 2005, Monínec 2006, Ostrava 2007, Liberec
2008, Ostrava 2009, Nové Hrady 2010, Roºnov 2011, Liberec 2012, Roºnov 2013, Nymburk 2014,
Ostrava 2015, 2017, and 2019.

SNA events help to bring together the Czech research community working in the �eld of numeri-
cal mathematics and computer simulations. The scope of the seminar ranges from mathematical
modelling and simulation of challenging engineering problems, to methods of numerical mathe-
matics, numerical linear algebra, and high performance computing.

SNA'21 has about 80 participants. Its programme includes the traditional Winter School with
tutorial lectures focused on selected important topics within the scope of the seminar. This year,
the Winter School includes the following lectures:

� I. Hn¥tynková (Charles University, Prague):
Regularization of large discrete inverse problems by iterative projection methods

� F.Magoulès (Université Paris-Saclay):
Asynchronous iterative methods:

I �Theory and algorithms
II �Parallel implementation and applications

� J. Papeº (Institute of Mathematics of the Czech Academy of Sciences, Prague):
On the algebraic error in numerical solution of partial di�erential equations I and II

� I. Pultarová (Czech Technical University in Prague):
Iterative solvers for the stochastic Galerkin method

Beside the Winter School, SNA'21 includes about 25 contributions in the form of short oral
presentations.

Due to the current epidemiological circumstances, SNA'21 will di�er from the previous meetings.
It will take place only remotely in an on-line form. We are aware that such form of the conference
cannot fully compensate the classical face-to-face forum including personal discussions or friendly
atmosphere with a rich social programme. Despite of this restriction, we believe that SNA'21
will follow the previous events at least on the scienti�c level. We wish all participants to �nd
lectures interesting and inspiring.

On behalf of the Programme and Organising Committee of SNA'21,

Ji°í Starý and Stanislav Sysala
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Stochastic modeling of EGS using continuum-fracture approach

J. B°ezina, P. Exner, J. Stebel, M. �petlík

Technical University of Liberec, Faculty of Mechatronics, Informatics and Interdisciplinary Studies

1 Introduction

Although the natural hydrothermal resources are sparse in the Czech Republic, the enhanced
geothermal system (EGS) concept is subject of recent research focused on the usage of the
geothermal energy. According to the available geological data ([4]), the Litom¥°ice site is the
most attractive due to the presence of a hot crystalline rock in relatively shallow depth. This
motivates us to perform a stochastic simulation of a hydraulic stimulation and a long-term
operation of an EGS. The main aim is to investigate uncertainty in the operational properties of
such EGS caused by the stochastic nature of the fracture system in the rock. The presented EGS
model situation is purely arti�cial, although the concept model and the physical parameters are
loosely based on the geologic properties at Litom¥°ice and other similar EGS sites.

The EGS approach depends on opening and reconnecting the preexisting fracture network in the
low permeable rock induced by the hydraulic stimulation and the temperature changes. Since
the fracture network is a priori unknown as well as the spatial distribution of the essential pa-
rameters, we consider operational properties of the EGS as random variables. In order to predict
their distribution, the Monte Carlo method can be applied, providing the forward model and
the distribution of input parameters. Considering the forward model, three approaches to the
fractured porous media exist: single continuum (e.g. in [11] they study uncertainty of the out-
put temperature caused by spatially random input �elds in fully coupled THM model), discrete
fracture networks (DFN), which essentially use random fractures and thus is often combined
with the Monte Carlo method (e.g. [6]) and continuum-fracture approach (e.g. in [5] they per-
form sensitivity analysis of the EGS operation within a �xed fracture network). We adopt the
continuum-fracture approach that is much less common especially for signi�cantly more demand-
ing implementation.

2 Forward Model

According to the available geological data for the Litom¥°ice site, see [4], the crystalline bedrock
possibly consisting of granite, gneiss or mica schist is located in the depth below 3 km. Two
geological scenarios lead to predicted temperatures in the depth of 5 km: 140 ◦C and 146 ◦C.
In this depth, we consider two vertical wells in the distance 200 m with opened section 100 m
long. The simulation domain is a box with dimensions 600× 600× 600 m covering only the close
neighborhood of the fractured volume with the two wells placed in its center.

We consider a simple two stage forward model. At �rst the hydraulic stimulation is described by
the hydro-mechanical (HM) poroelastic model combining the discrete fractures and the contin-
uum. Linear elasticity is used, contact conditions and thermal e�ects are not considered, although
these may have signi�cant impact. Based on the stimulation model, the changed aperture and
conductivity �elds on the fractures are determined. Then the evolution of the temperature and
the raw power output is simulated by the thermo-hydraulic (TH) model.
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The simulations are computed by our software Flow123d ([3]) which provides both HM and TH
coupled models using the reduced dimensional concept [2]. The detailed model formulation can
be found in the documentation of the software. Both models use the same computational mesh
containing both fractures and the surrounding rock. The meshing itself is not trivial since the
fractures can intersect arbitrarily, resulting in a very complex geometry. We use our own Python
code together with GMSH meshing tool [8] to create a mesh of su�cient quality. With the used
fracture distribution we are able to work with hundreds of fractures.

The fracture stochastic model consists of the Fisher's distribution for the fracture orienta-
tion, the power law for the fracture size, Poisson process for the number of fractures and uniform
distribution for the fracture centers. Square fractures are considered.

In order to obtain fracture sets of the size tractable by our simulation tools, we represent explicitly
only the fractures in a particular scale range, while the smaller ones are treated as equivalent
porous media. The upper bound is limited by the diameter of the simulation domain. Since no
fracture statistics data for the target locality are available, we use data for the Forsmark site in
Sweden ([7]) with a crystalline bedrock.

The HM model is governed by Biot's poroelasticity equations. During the hydraulic stimu-
lation the �uid is injected into both wells in order to open the preexisting fractures. This leads
to increase of aperture of the fractures, which is then used in the production phase model. The
liquid is injected for 1 day under the stimulation pressure of 50 MPa.

The mechanical and hydromechanical properties for granitic rocks are gathered from di�erent
sources. The Biot's coe�cient for di�erent rocks is hard to obtain, for our purpose we used
estimates for Grimsel granite from [9]. The values of the drained compressibility are based on
[12]. The storativity and its relation to porosity and water compressibility follows [1].The values
of physical parameters in the fractured zone are mostly unknown. The aperture of the fractures
is considered constant in the input of the HM model. The elastic modulus of fracture is assumed
much smaller than in the bulk rock.

The TH model describes the heat transport in the EGS during the operation phase within
30 years after the hydraulic stimulation. In this scenario, we consider a steady Darcy �ow. The
heat transport model is sequentially coupled with the hydraulic model, it assumes thermody-
namic equilibrium between the liquid and the rock. The liquid is continuously injected into the
left well and pumped out of the production well causing pressure di�erence of approx. 5MPa.
The outer boundary is considered impermeable. The injecting temperature is set to 15 ◦C, the
natural convection heat �ux is prescribed on the production well. The initial temperature �eld is
considered on the outer boundary, which is given by 10 ◦C at the Earth surface and the geother-
mal gradient 30 ◦C·km−1. The hydraulic conductivity in the bulk rock is set similarly to [10] and
[5], where they also consider DFN and surrounding rock.

The fracture aperture is updated according to the HM model. The original conductivity of the
fractures is adjusted according to the cubic law. The porosity in fractures is considered much
higher than in the rock due to the increased conductivity. Additionally we assume that the
hydraulic fracturing impacts also the smaller fractures not included in our fracture network, so
we increase the conductivity of the bulk rock in the close neighborhood of the fractures.
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3 Numerical results

The forward model is used to sample the production temperature and the heat power in the
period of 30 years with 1 year time step. Total number of 1000 executions of the complete
forward model was performed using a parallel cluster. The samples were used to estimate the
mean and the standard deviance for the output temperature and the output power. Evolution
of the mean and standard deviance is plotted in Figure 1.

The histograms for the selected times 1, 15 and 30 years are in Figure 2. Absolute values
especially for the power may not be realistic, but the important observation is the relation
between the standard deviation and the gap between the stimulated and the reference case.
As can be seen from the histograms, the distribution for power is close to normal just slightly
skewed for the initial times. Thus the standard variance corresponds to about 70 % of samples,
say otherwise: doing the stimulation there is a 15 % chance you get the power below the plotted
standard deviation band, which is not very small probability and the value is already pretty close
to the reference non-stimulated case.
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Figure 1: Evolution of the estimated mean output temperature and the output power for the
stimulated and unmodi�ed fracture network. The band width is the error of estimation the wide
transparent band is the estimate of the standard variance due to the fracture dispersion again
with outer band marking the error of the estimation.
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with the stimulated fractures.
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4 Conclusions

We developed the HM model for the hydraulic stimulation and the TH model for the heat transfer
using the continuum-fracture approach. Although the model is conceptually simple, it neglects
important thermal e�ects and contact conditions during the stimulation, it is yet capable to
reproduce a signi�cant e�ect of the fracture stimulation on the output power and temperature
compared to the reference case without stimulation.

We showed that the uncertainty of power due to fracture dispersion is relatively high in compar-
ison with the power increase due to the stimulation. It may indicate relatively high probability
that the stimulation may not result in su�ciently high power for the long term production.
Further research may investigate if the multiple stimulation can deal with such cases.
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Galerkin method using spline wavelets

for second�order integro�di�erential equations

D.�erná

Technical University of Liberec

1 Introduction

A drawback of most classical numerical methods for integro-di�erential equations is the full
structure of discretization matrices. In comparison, the Galerkin method that uses wavelets as
basis functions, often referred to as the wavelet-Galerkin method, leads to sparse matrices; see
[2, 3, 4, 5]. The following contribution examines the wavelet-Galerkin method for an equation:

−ε∆u+ p (t) · ∇u+ q (t)u+Ku = f (t) on Ω, (1)

where Ω = (a1, b1) × (a2, b2) × . . . × (ad, bd), ε > 0 is a constant, p = (p1, . . . , pd), ∇u denotes
the gradient of u, ∆ is the Laplace operator, and K : L2 (Ω)→ L2 (Ω) is given by

(Ku) (t) =

∫
Ω
K (t, x)u (x) dx, (2)

with the kernel K ∈ L2 (Ω× Ω). The boundary of Ω is divided into two disjoint pieces ΓD 6= ∅
and ΓN such that each facet of Ω belongs either to ΓD or ΓN . Equation (1) is equipped with the
following boundary conditions

u = 0 on ΓD and
∂u

∂n
= 0 on ΓN , (3)

where n stands for the outward pointing unit normal vector.

We use the standard notations for Lebesgue and Sobolev spaces, norms and seminorms, and
symbol 〈·, ·〉 for the L2 (Ω) inner product. Let H be the space of the functions adapted to
boundary conditions (3), de�ned as

H =
{
f ∈ H1 (Ω) , f = 0 on ΓD

}
, (4)

and a : H ×H → R be a bilinear form given by

a (u, v) = ε
d∑
i=1

〈
∂u

∂ti
,
∂v

∂ti

〉
+

d∑
i=1

〈
pi
∂u

∂ti
, v

〉
+ 〈qu, v〉+ 〈Ku, v〉 , u, v ∈ H. (5)

The variational formulation of Equation (1) reads as: Find u ∈ H such that

a (u, v) = 〈f, v〉 ∀v ∈ H. (6)

We make the following assumptions:

(A1) The functions pi, i = 1, . . . , d, and q satisfy pi, q ∈ C
(
Ω
)
.

(A2) The kernel K is smooth enough, i.e., K ∈ Cm
(
Ω× Ω

)
for some m ∈ N.
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(A3) The function f belongs to the space L2 (Ω).

(A4) The bilinear form a is coercive, which means that there exists a constant α > 0 such that

a (u, u) ≥ α ‖u‖2H1 for all u ∈ H. (7)

The following theorem is a consequence of the Lax�Milgram Lemma; for proof, see [3, 4].

Theorem 1. If the assumptions (A1)�(A4) are satis�ed, then there exists a unique solution
u ∈ H of Equation (6).

2 Wavelet-Galerkin method

Let J be an index set such that λ ∈ J takes the form λ = (j, k) and let |λ| = j denote the level.

De�nition 2. A wavelet basis of a Hilbert space H is de�ned as the family Ψ = {ψλ, λ ∈ J }
satisfying the following conditions:

i) The family Ψ is a Riesz basis for H.

ii) The functions are local, i.e., diam supp ψλ ≤ C2−|λ| for all λ ∈ J .

iii) A wavelet basis has the hierarchical structure

Ψ = Φj0 ∪
∞⋃
j=j0

Ψj , Φj0 = {φj0,k, k ∈ Ij0} , Ψj = {ψj,k, k ∈ Jj} . (8)

The functions φj0,k are called scaling functions, and the functions ψj,k are called wavelets.

iv) Wavelets have vanishing moments, i.e., 〈p, ψj,k〉 = 0, k ∈ Jj, j ≥ j0, for any polynomial p
of degree less than L, where L ≥ 1 is dependent on the type of wavelet.

Hereafter, we assume that Ψ is a wavelet basis of the space L2 (Ω) such that Ψ when normalized
with respect to the H1-norm is also a wavelet basis in the space H. Furthermore, we assume
that this basis on the product domain Ω is constructed via the tensor product of spline-wavelet
bases on the interval using the so-called isotropic approach; for details on the construction and
examples of wavelet bases, refer to [2, 3, 4].

Let Ψk ⊂ Ψ be a multiscale basis that contains the scaling functions on the coarsest level and
the wavelets up to the level k. Then, Xk = span Ψk are the �nite-dimensional subspaces of H
that are nested and the closure of their union is H.

The Galerkin formulation of (6) reads: Find uk ∈ Xk such that

a (uk, v) = 〈f, v〉 ∀v ∈ Xk. (9)

Theorem 3. If the assumptions (A1)�(A4) are satis�ed, then there exists a unique solution uk
of Equation (9).

For proof of this theorem, see [4]. Due to well-known Céa's Lemma, the convergence rate depends
on spaces Xk and not directly on the chosen bases of these spaces. Since spline wavelet bases
typically generate the same spaces as the corresponding splines, the error is similar for the
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wavelet-Galerkin method and for the standard Galerkin method with splines. Therefore, for
spline-wavelets of order r, we have the error estimate

‖u− uk‖H1 ≤ C2−(r−1)k |u|Hr ,

for any u ∈ H ∩ Hr (Ω), provided that r > 1. For more precise formulation of this statement
and its proof, see [3, 4]. Thus, the convergence rate for the wavelet-Galerkin method is r = 3 if
quadratic spline wavelets are used, and r = 4 if cubic spline wavelets are used.

If the integral term is nonzero, then the signi�cant advantage of the wavelet-Galerkin method
over classical methods, such as the �nite element method, �nite di�erence method, and the
Galerkin method with splines, is that discretization matrices can be e�ciently approximated
by sparse matrices. Another advantage is that a simple diagonal preconditioner is optimal in
the sense that diagonally normalized discretization matrices have uniformly bounded condition
numbers.

We write the function uk as
uk =

∑
ψλ∈Ψk

ckλψλ. (10)

Let matrices Gk and Kk and vector fk have entries

Gk
µ,λ = ε 〈∇ψλ,∇ψµ〉+ 〈p · ∇ψλ, ψµ〉+ 〈qψλ, ψµ〉 , Kk

µ,λ = 〈Kψλ, ψµ〉 , fkµ = 〈f, ψµ〉 , (11)

for ψλ, ψµ ∈ Ψk. Then, the column vector ck of coe�cients ckλ is the solution of the system(
Gk + Kk

)
ck = fk. (12)

After applying the standard Jacobi diagonal preconditioning on System (12), the condition num-
bers of the resulting matrices are bounded with a bound independent of the level k, see [3, 4].
The resulting system is typically solved by some iterative method, e.g., by the conjugate gradient
method if the system matrix is symmetric and positive de�nite, or by the GMRES method.

Due to the locality of basis functions, the matrix Gk corresponding to the di�erential operator
has O (Nk lnNk) nonzero entries; Nk ×Nk being the size of Gk.

As already mentioned, the advantage of wavelet methods is that for some classes of operators and
some types of wavelet bases, many entries of the matrix corresponding to the integral operator
are small and can be thresholded. Then, the matrix can be approximated with a sparse or quasi-
sparse matrix. It was �rst proven for an integral operator with a singular kernel and orthogonal
wavelt bases in [1] and then for other types of wavelet bases and integral operators in [2, 3, 4, 5].
The decay estimate of the entries of the matrix Kk are for the isotropic wavelet systems and for
integral operator with a smooth kernel presented in the following theorem; refer to [4] for proof.

Theorem 4. Let Ψ be an isotropic wavelet basis of the space L2 (Ω), ψλ, ψµ ∈ Ψ be wavelets with
L vanishing moments, and let K ∈ C2L

(
Ω× Ω

)
. Then there exists a constant C is independent

of λ and µ such that

∣∣∣Kk
µ,λ

∣∣∣ =

∣∣∣∣∣∣
∫
Ω

∫
Ω

K (x, t)ψλ (x)ψµ (t) dx dt

∣∣∣∣∣∣ ≤ C2−(|λ|+|µ|)(L+d/2). (13)
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3 Application in jump-di�usion option pricing models

Equation (1) represents a wide range of phenomena; e.g., it appears in jump-di�usion models for
option pricing. More precisely, let U (S, t) be a value of an option for the price of the underlying
asset S and time to maturity T . Then, U can be computed as the solution of an equation

∂U

∂t
− σ2S2

2

∂2U

∂S2
− (r − λκ)S

∂U

∂S
+ (r + λ)U − λ

∞∫
−∞

U (Sex, t) g (x) dx = 0 (14)

for S > 0 and t ∈ (0, T ). The parameters r, σ, λ, and κ are appropriate constants, and g
is a probability density function, which depends on the concrete model. By transforming to
logarithmic prices and using the Crank-Nicholson scheme for time discretization, the equation of
the form (1) is obtained, and the wavelet-Galerkin method can be used for its numerical solution.
For more details, numerical experiments, and comparison with other methods, see [2, 4]. Other
numerical experiments concerning the wavelet-Galerkin method being used for the solution of
integro-di�erential equations are presented in [3].

4 Conclusions

The great advantage of the Galerkin method with spline wavelets used for the numerical solu-
tion of integro-di�erential equations is the sparse structure of the discretization matrices. This
sparsity is a consequence of Theorem 4 about decay estimates. Due to this theorem, many en-
tries of discretization matrices are small and can be thresholded. This process is also called a
compression of the matrix. The compressed matrix is then sparse or quasi-sparse. For details
about concrete compression strategies, we refer to [3, 4]. The other signi�cant advantage is the
uniform boundedness of the condition numbers of diagonally preconditioned matrices. This holds
for compressed as well as uncompressed matrices; see [4]. Moreover, in [4], the error and the rate
of convergence of the solution was also studied for the compressed system.

Acknowledgement: This work was supported by grant No. PURE-2020-4003 from the Tech-
nical University of Liberec.
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On the parameter in augmented Lagrangian preconditioning

for isogeometric discretizations of the NSE

J. Egermaier, H.Horníková

University of West Bohemia, Faculty of Applied Sciences, Pilsen

1 Introduction

We deal with e�cient numerical solution of the incompressible Navier�Stokes equations (NSE)
discretized using isogeometric analysis (IgA) approach [1]. IgA exploits the isoparametric ap-
proach, i.e., the same basis functions are used for description of the computational domain
geometry and also for representation of the solution. One of the main goals of the isogeometric
analysis is to keep the exact representation of the geometry independently of the discretiza-
tion. In practice, the geometry is often described using B-spline/NURBS objects, therefore the
B-spline/NURBS basis is also used to represent the solution. The IgA discretization basis has
several speci�c properties di�erent from standard �nite element basis, most importantly a higher
interelement continuity leading to denser matrices of the resulting linear systems. Our aim is
to develop e�cient solvers for these systems based on preconditioned Krylov subspace meth-
ods. Based on our comparison of several state-of-the-art block preconditioners for linear systems
arising from the IgA discretization of the incompressible NSE, the augmented Lagrangian (AL)
preconditioner and its modi�ed version (MAL) seems to be very promising. However, their e�ec-
tiveness is strongly parameter dependent. In this contribution, we focus on the optimal setting
of these preconditioners for di�erent IgA discretizations.

2 Problem formulation

Let Ω ⊂ Rd be a bounded domain, d being the number of spatial dimensions, with the boundary
∂Ω consisting of two complementary parts, Dirichlet ∂ΩD and Neumann ∂ΩN . The steady-state
incompressible Navier�Stokes problem is given as a system of d+1 di�erential equations together
with boundary conditions

−ν∆u + (u · ∇)u +∇p = 0 in Ω,
∇ · u = 0 in Ω,

u = gD on ∂ΩD,

ν ∂u∂n − np = 0 on ∂ΩN ,

(1)

where u is the �ow velocity, p is the kinematic pressure, ν is the kinematic viscosity and gD is
a given function.

We consider linearization of the nonlinear problem (1) using the Picard's iteration method and
discretize it using isogeometric analysis approach, see [2] for details. We limit ourselves to the
B-spline discretization basis in this work. The discretization, similarly to the �nite element
method, leads to a sparse non-symmetric linear system of saddle-point type[

F BT

B 0

] [
u
p

]
=

[
f
g

]
, (2)
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where F is block diagonal with the diagonal blocks consisting of the discretization of the viscous
term and the linearized convective term, BT and B are discrete gradient and negative divergence
operators, respectively. The linear systems are usually very large and need to be solved at every
Picard iteration. An e�cient iterative solver is necessary because direct solution is unfeasible
for real-world problems. Krylov subspace methods are the most commonly used in similar appli-
cations and can be very e�cient if combined with a good preconditioning technique. Since our
matrices are non-symmetric, we choose a Krylov subspace method GMRES.

3 Augmented Lagrangian Preconditioners (AL, MAL)

The augmented Lagrangian approach, proposed by Benzi and Olshanskii [3], belongs to a family
of block triangular preconditioners. Block triangular preconditioners are based on the following
block decomposition of the system matrix[

F BT

B 0

]
=

[
I 0

BF−1 I

] [
F BT

0 S

]
, (3)

where S = −BF−1BT is the Schur complement. The preconditioner is in the form

M =

[
F BT

0 Ŝ

]
, (4)

where Ŝ is some approximation of S. An overview of these preconditioners can be found, e.g., in
[4].

The augmented Lagrangian approach is based on replacing the original system (2) with an
equivalent system [

Fγ BT

B 0

] [
u
p

]
=

[
fγ
g

]
, (5)

where Fγ = F + γBTW−1B, fγ = f + γBTW−1g, γ > 0 is a parameter and W is a positive
de�nite matrix. The system (5) is then preconditioned with the block triangular preconditioner

MAL =

[
Fγ BT

0 ŜAL

]
, (6)

where the inverse of the Schur complement approximation is given by

Ŝ−1
AL := −νM̃−1

p − γW−1 (7)

and M̃p is a pressure mass matrix approximation, usually a diagonal matrix. The matrix W is
often chosen to be equal to M̃p.

Of course, the choice of the parameter γ is important. A large value would lead to small
number of iterations of the preconditioned Krylov method, but for large γ, the block Fγ becomes
increasingly ill-conditioned [5]. Hence, it is often set γ ≈ 1. The in�uence of this parameter
on convergence of GMRES method and properties of the solution is tested in our numerical
experiments.

We use a direct solver for solving all subsystems in this work. However, the additional term
γBTW−1B makes the matrix Fγ less sparse compared to F and introduces a coupling between
the velocity components which is not present in the discretization of the Picard linearization of
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the Navier�Stokes equations. Direct solution of these subsystems becomes very expensive and
�nding an e�ective approximate solver can be di�cult. A special multigrid method for this block
was developed in [3] considering some particular FEM discretizations. Although we have some
good results with "standard" geometric multigrid methods, at the same time it turns out that
using specialized multigrid methods for IgA will be necessary in the case of higher degrees of
B-splines.

One way to simplify the solution of the systems with Fγ is the modi�ed version of AL precon-
ditioner (MAL) [6]. Let us denote the particular blocks of Fγ in two dimensions as follows

Fγ =

[
A11 A12

A21 A22

]
. (8)

The modi�ed approach suggests to replace this block by its upper block triangle

F̃γ =

[
A11 A12

0 A22

]
, (9)

such that instead of solving the whole system at once, we solve two smaller systems with the
blocks A11 and A22. These blocks can be interpreted as discrete anisotropic convection-di�usion
operators, thus, applying F̃−1

γ requires solving two anisotropic convection-di�usion problems.
The situation is similar in three dimensions, where we have to solve three subsystems.

4 Numerical experiments

We chose several test problems to show and compare convergence properties of GMRES method
with the AL preconditioners with respect to the parameter γ. One of the test examples is laminar
�ow in a 2D blade row obtained by unfolding a cylindrical cross-section of a water turbine runner
wheel. The second test example is the standard benchmark problem of 2D �ow over a backward
facing step domain. Both steady and time-dependent problems have been considered.

Figure 1: Number of iterations (left) and error (right) of GMRES method dependent on values
of parameter γ.

For each test problem, we are interested in iterative solution of one linear system obtained after
performing several Picard iterations (steady problem) or time steps (time-dependent problem)
iterations. We solve the system using GMRES with no restarts with AL preconditioners with
di�erent values of γ. We start from a zero initial solution and stop when the relative residual
norm smaller than 10−6 is reached. Fig. 1 shows an example of such experiment. We display
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the iteration count (left) and the solution "error" depending on the values of the parameter γ.
The solution error is de�ned as

error =
||uGMRES − udirect||

||udirect||
,

where udirect is a solution of the system (2) obtained with a direct method. This example
shows the dependence of GMRES solution with MAL preconditioner for the steady 2D backward
facing step problem (Reynolds number Re = 100) discretizied by B-splines of di�erent degrees
and continuities.

5 Conclusion

We present a study of the in�uence of the parameter γ on the convegence of the augmented
Lagrangian-based preconditioners for several test problems discretized using B-splines of various
degree and interelement continuity. We observe that the optimal value of parameter γ is not
dependent on the degree nor continuity of the B-spline discretization, there also seems to be no
dependence on the Reynolds number. In the case of AL preconditioner, the number of iterations
of GMRES decreases with the increasing value of γ, but the error of the solution increase. In
the case of MAL preconditioner, the value of γ which is optimal from the iteration count point
of view is su�ciently small to have the error of the solution small too. The errors are larger in
time-dependent cases in general. From these experiments, we expect that an optimal value of γ
chosen for a particular problem will be suitable also for discretizations with di�erent degree and
continuity of the B-spline discretization basis and for di�erent values of Reynolds number.
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No. 19-04006S.
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Generalized spectrum of second order di�erential operators
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1 Introduction

Standard results in the �eld of operator preconditioning bound the extreme eigenvalues of the
preconditioned matrix independently of the mesh size of the discretization (and eventually also
of some problem parameters). However, as Krylov subspace methods are strongly nonlinear in
the input data (matrix and the initial residual), convergence bounds based on single number
characteristics, such as the condition number, are typically incapable to capture the actual
convergence behavior.

This contribution summarizes results from the PhD thesis [4] and the included papers [2] and
[3]. Motivated by the results in [1], we investigate the spectra of in�nite dimensional operators
−∇ · (k(x)∇) and −∇ · (K(x)∇), where k(x) is a scalar coe�cient function and K(x) is a
symmetric tensor function, preconditioned by the Laplace operator. Subsequently, the focus
is on the eigenvalues of the matrices that arise from the discretization using conforming �nite
elements. Assuming continuity of K(x), it is proved that the spectrum of the preconditioned
in�nite dimensional operator is equal to the convex hull of the ranges of the diagonal function
entries of Λ(x) from the spectral decomposition K(x) = Q(x)Λ(x)QT (x). The other main
contribution states that in the discrete case the values of k(x) give close approximations to all
individual eigenvalues of the associated preconditioned matrix.

2 Main results

2.1 Scalar coe�cient function k(x)

Here we consider a second order elliptic PDE

−∇ · (k(x)∇u) = f for x ∈ Ω, (1)

u = 0 for x ∈ ∂Ω,

with the uniformly positive and bounded scalar function k(x) on an open and bounded domain
Ω ⊂ Rn. We consider the standard FEM discretization with nodal polynomial basis functions
φj of the weak formulation of (1) preconditioned by the Laplace operator,

[A]ij =

∫
Ω
∇φi · k∇φj , (2)

[L]ij =

∫
Ω
∇φi · ∇φj , i, j = 1, . . . , N. (3)
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Theorem 1. Let k(x) from (1) be a bounded and piecewise continuous function. Then there
exists a (possibly non-unique) permutation π such that the eigenvalues of the matrix L−1A given
by (2) and (3) satisfy

λπ(j) ∈ k(Tj), j = 1, . . . , N, (4)

where Tj = supp(φj) and where the intervals k(Tj) are given as

k(Tj) =

[
inf
x∈Tj

k(x), sup
x∈Tj

k(x)

]
, j = 1, . . . , N. (5)

Corollary 2. Using the notation and assumption of Theorem 1, consider any point x̂j such that
x̂j ∈ Tj. Then the associated eigenvalue λπ(j) of the matrix L−1A satis�es

|λπ(j) − k(x̂j)| ≤ sup
x∈Tj
|k(x)− k(x̂j)|, j = 1, . . . , N. (6)

If, in addition, k(x) ∈ C2(Tj), then

|λπ(j) − k(x̂j)| ≤ sup
x∈Tj
|k(x)− k(x̂j)|

≤ ĥ‖∇k(x̂j)‖+ 1
2 ĥ

2Cj , j = 1, . . . , N, (7)

where ĥ = diam(Tj) and Cj is the supremum of second derivatives of the function k(x) over the
support Tj. In particular, (6) and (7) hold for any discretization mesh node x̂j such that x̂j ∈ Tj.
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Figure 1: Comparison of the eigenvalues and the increasingly sorted nodal values of k(x) (left)
and the associated intervals (right) for test problem (P2) described in [2, Section 4]. The pairing
from Theorem 1 can be here de�ned by sorting of the nodal values of k(x) increasingly.

2.2 Symmetric tensor coe�cient function K(x)

Here we restrict to two dimensional problems with bounded domain Ω ⊂ R2 and consider more
general class of two-dimensional problems with the self-adjoint operator

−∇ · (K(x)∇),

where the bounded symmetric tensor K(x) has the spectral decomposition

K(x) = Q(x)

(
κ1(x) 0

0 κ2(x)

)
QT (x), (8)
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where Q(x) is an orthogonal matrix function. We fully describe the spectrum

sp(L−1A) ≡
{
λ ∈ C : λI − L−1A does not have a bounded inverse

}
, (9)

of the in�nite dimensional operator L−1A where

〈Av, u〉 =

∫
Ω
K∇u · ∇v, u, v ∈ H1

0 (Ω), (10)

〈Lv, u〉 =

∫
Ω
∇u · ∇v, u, v ∈ H1

0 (Ω). (11)

Moreover, we present an analogy of Theorem 1 for the spectrum of corresponding discretized
operator L−1A where

[A]ij = 〈Aφj , φi〉 =

∫
Ω
K∇φi · ∇φj , (12)

[L]ij = 〈Lφj , φi〉 =

∫
Ω
∇φi · ∇φj , i, j = 1, . . . , N. (13)

and where φj are the standard nodal polynomial basis functions.

Theorem 3. Consider an open and bounded Lipschitz domain Ω ⊂ R2. Assume that the entries
of the symmetric tensor K(x) with the spectral decomposition (8) are continuous throughout the
closure Ω. Then the spectrum of the operator L−1A given by (10) and (11) equals

sp(L−1A) = Conv(κ1(Ω) ∪ κ2(Ω)), (14)

where
Conv(κ1(Ω) ∪ κ2(Ω)) = [ inf

x∈Ω
min
i=1,2

κi(x), sup
x∈Ω

max
i=1,2

κi(x)] (15)

and where κi(x), i = 1, 2, are the functions from the spectral decomposition (8).
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Figure 2: Illustration of Theorem 3 for test problems described in [3, Section 6], for which the
interval given in (15) equals to [−5, 5]. The eigenvalues tend to �ll this whole interval as the
resolution of the mesh increases.

Theorem 4. Let the entries of the symmetric tensor function K(x) with the spectral decomposi-
tion (8) be bounded and piecewise continuous functions. Then there exists a (possibly non-unique)
permutation π such that the eigenvalues of the matrix L−1A given by (12) and (13) satisfy

λπ(j) ∈ κ(Tj), j = 1, . . . , N, (16)
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where Tj = supp(φj) and where the intervals κ(Tj) are given as

κ(Tj) ≡
[

inf
x∈Tj

min
i=1,2

κi(x), sup
x∈Tj

max
i=1,2

κi(x)

]
, j = 1, . . . , N. (17)

We note that the interval κ(Tj) given by (17) contains the potentially large gap between intervals

κi(Tj) ≡
[

inf
x∈Tj

κi(x), sup
x∈Tj

κi(x)

]
, i = 1, 2, (18)

whenever κ1(Tj) ∩ κ2(Tj) = ∅.
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Figure 3: Illustration of Theorem 4 for test problems described in [4, Section 4.5]. The reordering
R given by increasingly sorted nodal values of κ1(x) can play the role of a pairing from Theorem 4.

3 Conclusion

Summarizing, the presented results show that detailed information about the spectrum of the
preconditioned in�nite dimensional operator and the eigenvalues of the preconditioned matrix
resulting from its discretization is readily available from the data of the problem. These results
seem to be of principal theoretical and practical importance.
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Curve integral of Filippov vector �eld

T.Hanus, D. Janovská

University of Chemistry and Technology, Prague

1 Simple planar Filippov system

We consider the Filippov system [1, 2] and accept the following simpli�cations. Let the state
space S be the plane, S = R2. Let it be divided into two unions S1 and S2. These unions are
open sets in R2 . They are disjoint, S1 ∩ S2 = ∅, and when closed they cover the whole state
space, S1 ∪ S2 ⊃ S. Let Σ12 be the regular boundary, which separates S1 and S2.

In the simple planar Filippov system, there are given two continuous vector �elds F1 on S1 and
F2 on S2. They can be continuously extended to S1 and S2.

The vector �eld F : S → R2 de�ned by parts,

F(x) =


F1(x), x ∈ S1,
F2(x), x ∈ S2,
G12(x), x ∈ Σ12,

x = [x, y] ∈ S , (1)

is called the simple planar Filippov vector �eld.

In the simple planar Filippov system, there is given a scalar function h : S → R. It decides
whether a particular point x ∈ S is an element of S1 or S2 or Σ12:

x ∈ S1 ⇔ h(x) > 0 ,
x ∈ Σ12 ⇔ h(x) = 0 ,
x ∈ S2 ⇔ h(x) < 0 ,

x = [x, y] ∈ S .

The boundary Σ12 is the zero level set of the function h, Σ12 = h−1(0).

The vector �elds F1 and F2 imply the scalar function σ : Σ12 → R,

σ(x) =
(
ΣN (x) · F1(x)

) (
ΣN (x) · F2(x)

)
, x = [x, y] ∈ Σ12 ,

where ΣN (x) is a non-zero normal vector to Σ12 at the point x. The function σ decides whether
a particular point x ∈ Σ12 is an element of ΣC

12 or ΣS
12:

x ∈ ΣC
12 ⇔ σ(x) > 0,

x ∈ ΣS
12 ⇔ σ(x) ≤ 0,

x = [x, y] ∈ Σ12.

The function σ divides the boundary Σ12 into two disjoint subsets ΣC
12 and ΣS

12.

At the points of the crossing set ΣC
12, both vectors F1,F2 point to the same side of Σ12 and we

de�ne the vector �eld G12 as their arithmetic mean,

G12(x) =
1

2
(F1(x) + F2(x)).

At the points of the sliding set ΣS
12, the vectors F1,F2 are in other con�gurations and we apply

Filippov method to de�ne the vector �eld G12,

G12(x) = λ(x)F1(x) + (1− λ(x))F2(x), where
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λ(x) =
ΣN (x) · F2(x)

ΣN (x) · (F2(x)− F1(x))
,

and ΣN (x) is a non-zero normal vector to Σ12 at the point x.

At the point of double tangency, both vectors F1 and F2 are tangent to Σ12. In this case, λ is
not de�ned, ”λ = 0

0” , and we de�ne G12 as the arithmetic mean of F1 and F2.

The simple planar Filippov vector �eld F in (1) is de�ned by two vector �elds F1,F2 and by one
scalar function h.

The simple planar Filippov system is the system of di�erential equations

dx

dt
= F(x), x = [x, y] ∈ S , (2)

where F is the Filippov vector �eld (1).

2 Curve integral of a vector �eld

In the following subsections, we present mathematical statements that apply to continuous vector
�elds, and generalizations of these statements to Filippov vector �elds. The statements are
restricted to a region in a plane.

2.1 Continuous vector �eld

Let S be a region in R2, on which a continuous vector �eld F is de�ned. The curve integral of
the vector �eld F along the smooth curve I ⊂ S from point A ∈ I to point B ∈ I is de�ned as,∫

I
F · dΦ ,

where Φ is a smooth parameterization of the curve I, the curve I is oriented in accordance with
the parameterization Φ,

I = Φ(I) , Φ : I → R2 , I = 〈a, b〉 , Φ(a) = A , Φ(b) = B .

Let the integration path from point A to point B be a piecewise smooth curve K, which is an
oriented sum of curves K1, . . . ,Kr ,

K = K1 u · · ·uKr ,

where each part Ki of the curve K has a smooth parameterization Φi,

Ki = Φi(Ii) , Φi : Ii → R2 , Ii = 〈ai, bi〉 ,

Φ1(a1) = A1 = A ,
Φ1(b1) = B1 = A2 ,
Φi(bi) = Bi = Ai+1 , i = 1, . . . , r − 1 ,
Φr(br) = Br = B .

The curve integral of the vector �eld F along a piecewise smooth curve K from point A to point
B is the sum ∫

K
F · dΦ =

r∑
i=1

∫
Ki

F · dΦi .
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2.2 Filippov vector �eld

Let S be a region in R2, where a Filippov vector �eld F is de�ned. We insert a piecewise smooth
curve K = K1 u · · · u Kr into the region S. If the curve K crosses the boundary Σ12, then the
intersections cut the curve K into a few new parts K̃i. If a part of the curve K lies completely
on the boundary Σ12, then it becomes a newly formed part K̃i. Thus a new subdivision of the
curve K will be created,

K = K̃1 u · · ·u K̃s, r ≤ s .

Each new part K̃i , i = 1, . . . , s, is a smooth curve and the Filippov vector �eld F is continuous
on it up to some endpoints Ai, Bi , [4] .

Figure 1: The piecewise smooth curve K inserted into the state space S.

The curve integral of the Filippov vector �eld F along a piecewise smooth curve K from point
A to point B is the sum ∫

K
F · dΦ =

s∑
i=1

∫
K̃i

F · dΦi , (3)

where Φi is a smooth parameterization of the part K̃i of the curve K.

3 Conclusions

We have shown that the curve integral can be de�ned and calculated, even if the vector �eld is
only piecewise continuous. Also the scalar potential of the piecewise continuous vector �eld can
be de�ned and calculated. All detailed formulations, de�nitions, lemmas and theorems on the
existence and properties of the scalar potential of the simple planar Filippov vector �eld can be
found in [4]. This book is already in print. Some applications of Filippov systems in chemistry
and biology can be found in [3, 5, 6, 7].
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In this contribution, we concentrate on approaches for the choice of regularization parameters
in inner-outer regularization methods. We speci�cally focus on discrete inverse problems of the
form Ax ≈ b arising in cryo-electron microscopy single particle analysis. These problems have
very speci�c properties such as an extremely large level of noise in the input data or an atypical
form of the point spread function that represents e�ects of the optics of an electron microscope.
We describe a variant of an inner-outer regularization method combining Golub-Kahan iterative
bidiagonalization with inner Tikhonov regularization and discuss how the non-standard prop-
erties of the studied problem a�ect its behavior. Namely, we analyze two approaches for the
choice of regularization parameter for the inner Tikhonov regularization and study its in�uence
on stopping criteria and the quality of the obtained solution.

Acknowledgement: The authors would like to thank the Eyen SE company for providing the
testing data and both hardware and software for GPU computations.
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Flow and transport in a single fracture

calculated from laserscan or tomography data

M.Hokr, A.Balvín, P.Rálek

Technical University of Liberec

1 Introduction

One of the challenges of modelling �ow and transport phenomena in porous or fractured rock
is capturing its heterogeneity, e.g. the microstructure geometry of pores and fractures, and
obtaining the related parameters in the process equations. Standard simulations consider ho-
mogenization, i.e. setting scalar or tensor permeability value homogeneous over some volume,
which can be obtained by measurement or by an inverse model. Modern measurement methods
allow capturing detailed geometry, in particular the laser scanning for surfaces and the computed
tomography (CT) for volumes. Use of the microstructure measurement data for studying (not
only) rock materials �ts to current trends of research, with the aim to predict the macroscopic
phenomena and quantities (upscaling). The methods are more developed for quasi-periodic
porous media structures, where a small representative pattern can be used for numerical simula-
tion. Solution becomes more di�cult for a fracture, when the irregular surface and its opening
needs to be represented over whole rock sample volume, rather than for de�ning homogenized
properties. Examples of work are [2] for �ow and [3] for rock mechanics using CT data and [1]
using laser scan data.

Resolution for laser scan and CT data is often �ner than what is possible to use within numerical
calculation for practical problem scale under reasonable computing/memory cost. On the other
hand, the �ne scale is necessary to capture the details of structure controlling the phenomena
of interest. Processing of raw CT data into numerical model is also not straightforward and
includes several ad-hoc settings and other di�culties.

The presented work is composed of two case studies, based on experiments on splitted granite
block with arti�cial fracture and on granite drill core with natural fracture (kept in a single
piece) [4], each processed in a di�erent way into a numerical model.

2 Large-scale arti�cial fracture problem

The block 80 × 50 × 40 cm is split by an arti�cial fracture along the largest side and equiped
with 8 inlet/outlet holes and a grid of boreholes from one side for measusing sensors. The laser
scanning provided the geometry of each fracture side, in a form of x, y, z point cloud in 0.1
mm resolution. The separate coordinate systems were connected afterwards from the scan of the
assembled block. The fracture aperture, as a distance of the two surfaces, is therefore determined
with uncertainty in the mutual movement of the surfaces, so various parameterization of its
correction is considered as a task for inverse modelling.

The single fracture domain is de�ned as a plane with variable aperture b(x, y) (the spatial
variation of position is neglected in this case). The �ow in such 2D domain in transversally
integrated form is governed by ~q = −T∇( p%g ) and ∇ · ~q = 0 where ~q is the �ux density per unit
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Figure 1: Left: Arti�cial fracture aperture �eld (mm) obtained from laser scanning, projected
to the numerical mesh. Right: Calculated pressure �eld for particular inlet and outlet position
(arrows).

length in the plane domain [m2/s], p is the pressure, % is the density, g the gravity accelleration,
and T = %g

12µb
3 is the transmissivity derived by the Hagen-Poiseulle (cubic) law. The distrubution

T (x, y) is input element-wise (Fig.1 left). To avoid singularity in T (or complicated domain
boundaries), certain minimal aperture b = 1µm is de�ned to fully cover the rectangular domain
by a permeable fracture. It still generates the variability of three orders of magnitude for b and
nine orders of magnitude for T .

The transport model is a standard case of advection and hydrodynamic dispersion. The disper-
sivity parameters are meant as representing the dispersion in a smaller scale then the aperture
�eld variations captured by the laser scanning data.

The �ow and transport simulations by the mixed-hybrid �nite elements and discontinuous
Galerkin method, respectively, are made by Flow123d [6], the in-house open-source code of
the Technical University of Liberec. The inverse solver UCODE (freeware of the US Geological
Survey) uses a gradient based method with parameter perturbation sensitivity evaluation.

The calculated pressure �eld is shown in Fig.1 (right). In the inverse model, aperture �eld is var-
ied by adding a constant or linear function to get the e�ective hydraulic resistance corresponding
to the measured condition (relation between the pressure di�erence and the total �ow rate). The
median of raw measured aperture 0.44 mm is corrected to 0.22 mm with some variation given
by individual experiments. Hypothetical uniform fracture of the same resistance is 0.18 mm.
A di�erent value of the �transport aperture� can be independently determined from the tracer
breakthrough (travel time and e�ective mobile water volume).

3 Small-scale natural fracture problem

The experimental sample is a cylinder of 71.5 mm diameter and 89.5 mm length, with natural
fracture approximately along the cylinder axis. The model domain is a block �tting inside the
cylinder and covering the most part of the fracture (88 × 70 × 26 mm). The fracture volume
close to the cylinder surface was �lled with an isolation material, so not important for the model.

The model problem is constituted on CT data, i.e. a 3D grid of voxels with assigned quantity
representing a measure of beam attenuation (�density�). The void space of pores and fractures
corresponds to lower value while the solid mineral grains to higher value (for this case, a sepa-
ration of signal for di�erent minerals is not of interest). Scanning of the sample was made with
voxel size of 45 µm and approximately 2000 voxels in one direction.
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Figure 2: Projecting the CT data into unstructured 3D numerical mesh � porosity �eld section.

The presented approach is based on transforming and projecting the source CT values into a
numerical 3D mesh of heterogeneous permeability for Darcy �ow problem, so with use of the
same equations and numerical methods as for other groundwater �ow problems. This is in
contrast with approach when the void space is de�ned as a complex geometry by the voxel grid
assignment to the individual materials (segmentation) and the Stokes equation is solved in this
domain, which requires di�erent software tools and numerical methods [5].

We de�ne two thresholds, one representing the fully open space (porosity 1) and one the full
solid volume (porosity 0.001 for regularity purposes), the transition in between is a linear range
of porosity (0.001 < ε < 1). The porosity is then converted to the local permeability value
k(x, y, z), considering each voxel as a single channel (Hagen-Poiseulle law) with its aperture
de�ned as relative part of the voxel size a, i.e. k = b2/12, b = εa. These values are projected
to the numerical discretisation: the element barycentre is assinged with the appropriate voxel
value (Fig. 2). To save computing, the numerical mesh is unstructured and re�ned along the
estimated position of the fracture. For the mixed-hybrid FEM in Flow123d, the element number
was limited to about 4 millions with 90GB memory computer (cluster Charon at TUL, part of
Metacentrum) and the �nest size along the fracture could be reached to 3-5 voxels (150-250 µm).

Examples of results are shown in Fig. 3: The velocity �eld is very nonuniform as expected
and con�rms the known phenomenon of �channeling� in the fracture plane. The dependence
of transmissivity (in fact calculated �ow rate) on the chosen CT value threshold shows the
uncertainty in the CT data: the voxels of matrix and the fracture do not have well separated
peaks on the histogram and therefore other supporting information is necessary to de�ne the
actual fracture volume (here the overall hydraulic property, i.e. the sample transmissivity). The
results also depend on the discretisation, which could be still too coarse.

Figure 3: Velocity �eld calculated from volumetric CT data (a view perpendicular to the fracture,
only velocities in the fracture are enough large to be visible, logarithmic range 10−9�10−4 m/s).
Comparison of experiment and model �ow depending on choice of CT threshold.
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Analysis of pattern formation using numerical continuation

V. Janovský

Charles University, Faculty of Mathematics and Physics, Prague

1 Solution manifolds and numerical continuation

We consider the Turing instability in the context of reaction-di�usion system for two species u
and v in the 1D domain, x ∈ [0, l]. The objective of the analysis is domain size driven instability,
see [4]. The domain can be scaled to the unit interval 0 ≤ x ≤ 1 introducing parameter L.
Hence, we consider

ut =
d1

L2
uxx + f(u,v) (1)

vt =
d2

L2
vxx + g(u,v) (2)

in the domain 0 ≤ x ≤ 1. Here L is the length of the interval. We consider Neumann boundary
conditions (zero �ux)

ux(0, t) = ux(1, t) = 0 , vx(0, t) = vx(1, t) = 0 . (3)

We seek for steady states of the system (1)&(2) which satisfy (3). We assume the existence of
homogeneous steady state: There exists u∗ ∈ R1, v∗ ∈ R1, such that

f(u(x, 0),v(x, 0)) = f(u∗, v∗) = g(u(x, 0),v(x, 0)) = g(u∗, v∗) = 0 , 0 ≤ x ≤ 1 .

Note that, in this case, uxx = 0 and vxx = 0 in the domain 0 ≤ x ≤ 1.

In order to discretize the above problem we use method of lines, i.e. semi-discretization in the
spatial variable x. We de�ne the equidistant mesh on the interval 0 ≤ x ≤ 1

xj = jh , h =
1

N + 1
, j = 1, . . . , N , (4)

N is the number of meshpoints. The state variables u, v are approximated by discrete state
variables

u ≈ [u1, . . . , ui, . . . , uN ]T ∈ RN , v ≈ [v1, . . . , vi, . . . , vN ]T ∈ RN , (5)

We seek for discrete steady states. They depend on the parameter L2. The problem can be
formulated as a set of 2N nonlinear algebraic equations depending on the parameter L2. We
de�ne

F : R2N × R1 −→ R2N (6)

and seek for the roots

F (w,L2) = 0 , w ∈ R2N , wi = ui , wN+i = vi , i = 1, . . . , N . (7)

The set (7) is called solution manifold. We assume the existence of homogeneous steady state

F (w∗, L2) = 0 , w∗ ∈ R2N , w∗i = u∗ , w∗N+i = v∗ , i = 1, . . . , N . (8)

34



0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

LP

BP

LP

BP

L2

u
N

  1

  2

  3

  4

  5

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

LP

BP

LP

BP

L2

u
N

Figure 1: On the left: Branch of inhomogeneous steady states projected onto pairs
(
uN , L

2
)
. The

circle on the branch marks the starting point of the continuation procedure. In points 1, . . . , 5
we test stability. On the right: thick and thin segments of curves indicate stable and unstable
steady states.

De�nition 1. Consider the particular homogeneous steady state w∗ ∈ R2N , (L∗)2 ∈ R1,

F (w∗, (L∗)2) = 0 ∈ R2N , A ≡ Fw(w∗, (L∗)2) , dim KerA = 1 . (9)

Let ξ and η be right and left eigenvectors corresponding to the zero eigenvalue

Aξ = 0 ∈ R2N , ‖ξ‖ = 1 , AT η = 0 ∈ R2N , ‖η‖ = 1 , ηT ξ 6= 0,

with an algebraic multiplicity equal to one. Then the point (w∗, (L∗)2) ∈ R2N+1 is called primary
bifurcation point of the system (6).

Example 1. Consider the Schnackenberg model [6] for the parameter setting a = 0.1, b = 0.9,
γ = 10, d1 = 0.1, d2 = 1.6 and N = 20. The coordinate w∗, see (8), can be computed as
u∗ = a+ b = 1 and v∗ = b/(a+ b)2 = 0.9. The aim is to compute the branch of inhomogeneous
steady states (7) emanating from a particular primary bifurcation point.

The primary bifurcation point w∗, (L∗)2 with least (L∗)2 > 0 is (L∗)2 = 0.153969537228066.
In Figure 2 this point is labeled as L2_1_up. Figure 1 shows the branch (7) projected on
pairs

(
uN , L

2
)
. The closed curve on the left is computed by means of continuation software, see

[1], [2]. The branch is oriented anticlockwise. The continuation software computes bifurcation
points which are (in the anticlockwise direction) LP , BP , LP and BP . It is understood that
the primary bifurcation point BP is caused by the crossing of homogeneous steady states (8)
with inhomogeneous steady states (7), while the secondary bifurcation point BP is not related
to such crossing. Both primary and secondary are called branching points. The continuation
software identi�es branch points BP . Distinction (primary/secondary) depends on the context.
Branching points BP will be further classi�ed in the Section 3 as symmetry-breaking bifurcation
points. Note that the abbreviation LP means limit point.

2 Critical wavelengths: primary bifurcation points

We consider the system (1)&(2). Let u∗ ∈ R1, v∗ ∈ R1 be a homogeneous steady state. In
particular,

u∗ = a+ b , v∗ = b/(a+ b)2 , a > 0, b > 0, (10)
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Figure 2: Critical wavelengths, Example 1: On the left: L2_1_up ≈ 0.1542, L2_1_down ≈
1.0098. On the right: sorted in ascending order: L2_1_up, L2_2_up, L2_1_down, L2_3_up,
L2_4_up, L2_5_up, L2_2_down, L2_6_up, etc.

is a steady state due to the Schnakenberg model.

The equation

det

(
J− k2

[
d1 0
0 d1

]
− λI

)
= 0 , I = I2×2 ∈ R2×2 (11)

is called dispersion relation, see e.g. [5] p. 382., where J is Jacobian at the steady state. The
equation depends on wavenumber k2 and frequency λ. The dispersion relation (11) implicitly
de�nes the relationship λ = λ(k2). The aim is to analyze the spatial pattern formation via the
linear stability analysis. We follow [5], 14.3. General conditions for di�usion-driven instability
are well known, see formula (14.29), p. 384. To estimate the stable range of wavelengths in the
PDE formulation, we use Fourier analysis (1−D Laplacian with Neumann boundary conditions),
[5], 14.4. We arrive at the notion of critical wavelengths. They appear in pairs. However, when
it comes to the discrete model (6), we must consistently consider Laplacian on an equidistant
grid (4). We provide closed-form expressions for the calculation of all critical wavelengths. The
critical wavelengths are labeled as L2_No_up and L2_No_down related to the mode number
No = j ∈ {1, . . . , N − 1}. Examples of critical wavelengths are shown in Figure 2. They are
related to Example 1.

We can link the critical wavelength with the primary bifurcation point. Primary bifurcation
points appear (generically) in pairs. Thus, we can calculate and sort all 2(N − 1) bifurcation
points.

3 Symmetries of steady states

Consider abstract group Γ = Z2 ⊕ Z2 = {ι, κ1, κ2, κ1κ2}, κ1κ2 = κ2κ1. Here Z2 is a cyclic
group of order 2 and Z2 ⊕ Z2 is a direct sum of groups. Γ is therefore an Abelian group. In
the state space R2N there exists a faithful matrix representation of the group Γ. The relevant
matrices are not presented in this extended abstract. A key feature of Schnackenberg's model is
its Γ-equivariance:

F (γw,L2) = γF (w,L2) (12)

for (w,L2) ∈ R2N × R1, for all γ ∈ {ι, κ1, κ2, κ1κ2}.
The group Γ has proper subgroups Σκ1 = {ι, κ1}, Σκ2 = {ι, κ2}, Σκ1κ2 = {ι, κ1κ2} a Σ0 = {ι}.
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Figure 3: Schnakenberg model, Example 1. Homogeneous steady states (dashed). Branches of
inhomogeneous steady states emanating from L2_1_up, L2_2_up, L2_1_down, L2_3_up,
L2_4_up.

Moreover, Σκ2 and Σκ1κ2 are maximal isotropy subgroups, see [3], De�nition 2.6., p. 78. On that
account the steady states [u1, . . . , uN ] ∈ RN and [v1, . . . , vN ] ∈ RN are

� discrete odd functions = antisymmetric with a proper shift, in the former case

� discrete even functions = symmetric in the latter case.

In order to present bifurcation diagram in Figure 3, we apply a symmetry-adapted �lter

L2 , asym ≡ u1 − uN
2

, sym ≡ u1 + uN
2

.

The �lter re�ects properties of the groups Σκ2 and Σκ1κ2 .
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Guaranteed two-sided bounds on all eigenvalues

of preconditioned elliptic problems

M.Ladecký, I. Pultarová, J. Zeman
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1 Introduction

In 2009, Nielsen, Tveito, and Hackbusch studied in [1] spectra of elliptic di�erential operators
of the type ∇ · k∇ that are preconditioned using the inverse of the Laplacian. They proved
that the range of the scalar coe�cient k is contained in the spectrum of the preconditioned
operator, provided that k is continuous. Ten years later, Gergelits, Mardal, Nielsen, and Strako²
showed in [2] without any assumption about the continuity of the scalar function k that there
exists a one-to-one pairing between the eigenvalues of the preconditioned discretized operator
of the type ∇ · k∇ preconditioned by the inverse of the discretized Laplacian and the intervals
determined by the images under k of the supports of the conforming �nite element (FE) nodal
basis functions used for the discretization.

We introduce guaranteed two-sided bounds on all individual eigenvalues. Similarly as in [2], the
bounds can be obtained solely from the data of the original and preconditioning problems de�ned
on supports of the FE basis functions.

2 Di�usion problem

Let Ω ⊂ Rd be a polygonal bounded domain, where d = 2 or 3. We consider the di�usion
equation with homogeneous Dirichlet boundary conditions

∇ ·A∇u = f in Ω, u = 0 on ∂Ω.

The weak form of the problem reads: �nd u ∈ V = {v ∈ H1(Ω); v = 0 on ∂Ω} such that∫
Ω
∇v ·A∇udx =

∫
Ω
fv dx, v ∈ V, (1)

for u, v ∈ V and f ∈ L2(Ω); see, e.g., [4] for details. The coe�cients A : Ω→ Rd×d are assumed
to be essentially bounded, i.e. A ∈ L∞(Ω; Rd×d) is symmetric, and uniformly elliptic (positive
de�nite) in Ω.

3 Discretization and preconditioning

We assume that a conforming FE method is employed to discretize the di�usion (1) problem.
The domain Ω is thus decomposed into a �nite number of elements Ej , j = 1, . . . , Ne, and
continuous FE basis functions (with compact supports) denoted by ϕk, k = 1, . . . , N , are used as
approximation and test functions. By Pk we denote the smallest patch of elements covering the
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support of ϕk, k = 1, . . . , N . The sti�ness matrix K ∈ RN×N of the system of linear equations
of the discretized problem (1) has elements

Kkl =

∫
Ω
∇ϕl(x) ·A(x)∇ϕk(x) dx, k, l = 1, . . . , N.

The idea of preconditioning of a system

Mu = B

with a matrix M̃ is based on assumptions that a system of linear equations with a matrix M̃
is relatively easily solvable and that the spectrum of M̃−1M is more favorable than that of M
regarding some iterative solution method. Considering

M̃−1Mu = M̃−1B or M̃−1/2MM̃−1/2v = M̃−1/2B, u = M̃−1/2v,

can thus lead to equivalent problems that can be solved more e�ciently than the original one.
Our approach is built on the preconditioning matrix K̃ ∈ RN×N obtained for the material data
Ã, such that

K̃kl =

∫
Ω
∇ϕl(x) · Ã(x)∇ϕk(x) dx.

4 Bounds on eigenvalues of preconditioned problems

The lower and upper bounds on the eigenvalues of K̃−1K for any uniformly positive de�nite
measurable data A, Ã : Ω → Rd×d are introduced in this part. Let us build two sequences of
positive real numbers

λL
k = ess infx∈Pk λmin

(
Ã−1(x)A(x)

)
,

λU
k = ess supx∈Pk λmax

(
Ã−1(x)A(x)

)
,

every function ϕk having its support inside the patch Pk, k = 1, . . . , N . Thus λL
k and λU

k are
in the above sense the smallest and largest, respectively, eigenvalues of Ã−1(x)A(x) on the
patch Pk.
After inspecting all patches, we sort the two series in non-decreasingly. Thus we obtain two
bijections r, s : {1, . . . , N} → {1, . . . , N} such that

λLr(1) ≤ λLr(2) ≤ · · · ≤ λLr(N), λUs(1) ≤ λUs(2) ≤ · · · ≤ λUs(N). (2)

The lower and upper bounds on the eigenvalues 0 < λ1 ≤ λ2 ≤ · · · ≤ λN of K̃−1K are given
by (2), i.e.,

λL
r(k) ≤ λk ≤ λU

s(k), k = 1, . . . , N. (3)

The proof for this claim can be found in our recent publication [5].

39



5 Numerical experiments

Example 1. Assume d = 2, Ω = (−π, π)2,

A(x) =

(
1 + 0.3 sign(sin(x2)) 0.3 + 0.1 cos(x1)

0.3 + 0.1 cos(x1) 1 + 0.3 sign(sin(x2))

)
,

and a simple and a more sophisticated preconditioning operators with

Ã1(x) =

(
1 0
0 1

)
, and Ã2(x) =

(
1 0.3

0.3 1

)
,

respectively. Let us consider uniform grid with piece-wise bilinear FE functions, N = 102 or 302,
(Figure 1).
The numerical experiments illustrate that the bounds on the eigenvalues are guaranteed. We
also notice that because Ã2 is point-wise closer to A, than Ã1, the spectrum of the second
preconditioned problem (together with its bounds) is closer to unity than the spectrum of the
problem preconditioned with Ã1.
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Figure 1: Lower (λL
r(k)) and upper (λU

s(k)) bounds on eigenvalues λk with N = 102 (top graphs)

and N = 302 (bottom graphs) preconditioned by operators with Ã1 (left) and Ã2 (right).

Example 2. Let us consider the test problem of [2, Section 4]: the di�usion equation, Ω =
(0, 1)× (0, 1), A(x1, x2) = sin(x+ y)I, and homogeneous Dirichlet boundary conditions on ∂Ω.
Let us use the uniform grid with piece-wise bilinear FE functions, N = 92 or N = 192. For
preconditioning we use Ã = I. The appropriatelly ordered bounds provided by [2] and the bounds
obtained by our method coincide. They are presented in Figure 2.

6 Conclusion

Up to our knowledge, [2] is the �rst paper on characterising all eigenvalues of a preconditioned
discretized di�usion operator. Motivated by [2, 3], we further contributed in [5] to this theory
by generalising some of these results to vector valued equations with tensor data and with more
general boundary conditions preconditioned by arbitrary operators of the same type. Moreover,
we provide bounds to every particular eigenvalue. Analogously to [2], the bounds are easily
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s(k)) bounds on eigenvalues λk of Example 2 with N = 92

(left) and N = 192 (right).

accessible and obtained solely from the data de�ned on supports of the FE basis functions. If
the data are element-wise constant, only O(N) arithmetic operations and sorting of two series
of N numbers must be performed.
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Results solving the ill-conditioned Hilbert

equation systems of rank 36

E.J.Kansa

Convergent Solutions, Livermore, CA

The Hilbert matrix, H, is notoriously ill-conditioned on present computers even though the
matrix has an analytic inverses valid to all orders. Consider an arbitrary problem of rank N ,

Hx = b . (1)

If x is a column vector,

x = [1, 1, . . . , 1]T , (2)

then the right hand side b can be found.

In practice, computers have �nite word sizes, �nite memory, and �nite execution speed. However,
there are strategies that permits the calculation of ill-conditioned linear systems arising from full
matrices, such as the Hilbert matrix and C∞ radial basis functions. A combination of strategies
are employed in this example: use of extended arithmetic precision software found either in
Advanpix, or MATHEMATICA. Splitting a large system into many smaller sized systems controls
the accumulation of rounding errors.

The rank 36 Hilbert system has a condition number of 6.01e+54 given in (1) is solved with the
Advanpix package. The results will be presented.
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Uncertainties in geotechnical problems described by fuzzy sets

J.Kruis, T.Koudelka, T.Krej£í

Czech Technical University in Prague, Faculty of Civil Engineering, Department of Mechanics

1 Introduction

Soils and rocks are important materials studied in civil engineering. Every structure is founded
on soil or rock. Soils are used in embankments of roads and railways, tunnels are located in
rocks, etc.

Description of soil and rock materials is usually complicated by very signi�cant uncertainty.
The uncertainty can be divided into aleatoric uncertainty and epistemic one. The aleatoric
uncertainty stems from the fact that several repetitions of an experiment lead to di�erent results
although the conditions of the experiment are tried to be the same. This type of uncertainty
could be reduced by higher number of experiments or measurements. Unfortunately, only very
limited number of measurements, especially in situ, are usually performed in connection with
soils and rocks. The reason is caused by limited budget.

The epistemic uncertainty stems from very complicated properties of any material and any
process in nature. Further improvement of measurements encounters new challenges and it
reveals new uncertainties. Therefore, the epistemic uncertainty cannot be removed. In connection
of soils, the structure of soil is very complicated because there are solid grains and pore space
is �lled with liquid and gas. The shape of grains as well as shape of the pore space are very
complicated which results in obstacles in modelling of liquid and gas transport through the pore
space.

Application of methods of probability and mathematical statistics is possible in cases, where
reasonable number of measurements and experiments of soils or rocks are available. Because it is
not a common case, description of uncertainty based on the fuzzy sets can be used. More precisely,
the uncertainty are described by fuzzy numbers. The fuzzy numbers can be constructed from
very limited number of measurements which are accompanied by an expert opinion. It has to be
emphasized that the opinion of geotechnical engineers are commonly used in civil engineering due
to lack of other sources of information. In the classical civil engineering approach, deterministic
models and simulations prevail. In these simulations, very conservative values of loads (large
quantiles, e.g. 98%) and material strength (small quantiles, e.g. 1%) are used.

2 Fuzzy Numbers

Theory of fuzzy sets was introduced by L.A. Zadeh in 1965 in [1]. The classical set theory is based
on the possibility to uniquely decide whether an object is or is not a member of a set. It means,
either an element x belongs to a set A which is written in the form x ∈ A, or an element x does
not belong to a set A which is written in the form x 6∈ A. A set is an ensemble of elements with
property V (x), the set is denoted by {x;V (x)}. The classical sets are called crisp sets. In fuzzy
approach, a membership function, µ(x), which expresses the degree of truth of the statement
x ∈ A, is introduced. The membership function has to be non-negative (µ(x) ≥ 0) but usually
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Figure 1: Fuzzy sets, fuzzy numbers (on the left) and α-cuts (on the right).

the so called normalized membership functions are used, where µ(x) ∈ 〈0; 1〉. If U represents
a fundamental set and x are the elements of this fundamental set, to be assessed according to
an uncertain proposition and assigned to a subset A of U , the set A = {(x, µ(x)) : x ∈ U} is
referred to as the uncertain set or fuzzy set on U . More details can be found in book [2]. For
people who command of Czech language, book [3] is recommended.

There are two limit cases µA(x) = 1 ⇔ x ∈ A and µA(x) = 0 ⇔ x 6∈ A. Interpretation of the
membership function can be shown by the following three cases:

µA(x) = 0 element x does not belong to the set A
µA(x) = 1 element x belongs to the set A
µA(x) = 0, 3 element x belongs partially to the set A

The support of a fuzzy set A is a crisp set supp A = {x;µA(x) > 0}. The kernel of a fuzzy set A
is a crisp set ker A = {x;µA(x) = 1}. A fuzzy set A is called normal if ker A 6= ∅. A fuzzy set A
is convex if its membership function monotonically decreases on each side of the maximum value

µA(x2) ≥ min{µA(x1), µA(x3)} ∀x1, x2, x3 ∈ X, x1 ≤ x2 ≤ x3 (1)

A fuzzy number ã is a convex, normalized fuzzy set A ⊆ R whose membership function is at
least segmentally continuous and has the functional value µA(x) = 1 at precisely one of the x
values. On the left in �gure 1, there is a fuzzy number, a fuzzy set (because µ(x) = 1 for more
than one x) and a fuzzy number.

Manipulation with the fuzzy numbers can be e�ciently done with the help of α-cuts. α-cut of
fuzzy set A, where α ∈ 〈0; 1〉, is a crisp set Aα = {x;µA(x) ≥ α}. α-level of fuzzy set A, where
α ∈ 〈0; 1〉, is a crisp set Aα = {x;µA(x) = α}. On the right of �gure 1, there is an α = 0.7-cut
of a fuzzy number.

Arithmetic operations with fuzzy numbers can be performed with the help of α-cuts. Several
values of α are selected, therefore several α-cuts are constructed (these are crisp intervals) and
interval arithmetic can be used on them. Sum of two fuzzy numbers is depicted on the left of
�gure 2. Product of two fuzzy numbers is depicted on the right of �gure 2.

3 Material Models for Soils

Many material models are used for description of soils. The most frequent material models are
the Mohr-Coulomb model and the Drucker-Prager model. Both of them are models based on
theory of plasticity. The Mohr-Coulomb model assumes plastic yielding caused by frictional
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Figure 2: Sum and product of two fuzzy numbers.

sliding between material particles [4]. So called critical line is de�ned in the form

τ = c− σN tanφ (2)

where τ is the shear stress, c is the cohesion, σN is the normal stress and φ is the angle of internal
friction. Yield condition can be written with the help of the principal stresses in the form

σmax − σmin = 2c cosφ− (σmin + σmax) sinφ (3)

and therefore the yield function has the form

f(σ, c) = (σmax − σmin) + (σmin + σmax) sinφ− 2c cosφ = 0 (4)

where σmin and σmax are the minimum and maximum principal stresses, respectively.

The Drucker-Prager model is based on the yield function in the form

f(σ, c) =
√
J2(σ) + ηp− ξc (5)

where J2 is the invariant of the deviatoric stress, p is the hydrostatic stress and η and ξ are
material parameters and c is the cohesion. If the Drucker-Prager model has to approximate the
Mohr-Coulomb model, the following relationships have to be satis�ed

η =
6 sinφ√

3(3± sinφ)
ξ =

6 sinψ√
3(3± sinψ)

(6)

4 Material Parameters

Angle of internal friction, φ, and cohesion, c, are needed for the Mohr-Coulomb model. In various
geotechnical literature, e.g. [5], the angle of internal friction and cohesion are summarized. Table
1 contains values of cohesive soils with water saturation less than 80%. Figure 3 shows possible
shapes of fuzzy numbers describing the angle of internal friction of the cohesive soil D20. The
limit values are given in handbook [5] and the form of the membership function can be obtained
from an expert.

Table 1: Angle of internal friction and cohesion of cohesive soils with saturation less than 80%.

soil φ c (kPa)
D19 28◦-33◦ 0-20
D20 22◦-28◦ 10-40
D21 11◦-17◦ 50-80
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Figure 3: Possible fuzzy numbers describing the angle of internal friction.

5 Conclusion

The fuzzy set theory can be used for description of uncertainties if other theories are not appli-
cable especially because of a lack of measurements or tests. Numerical simulations with fuzzy
numbers are usually based on the α-cut method which will be described in our next contributions.
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3-dimensional wire-basket domain decomposition

combined with multigrid

D.Luká²

V�B-Technical University of Ostrava, Faculty of Electrical Engineering and Computer Science

Nonoverlapping Schur complement domain decomposition methods for the elliptic PDEs can be
viewed as a block Gaussian elimination of local Dirichlet problems. The arising Schur complement
system on the skeleton is approximated by solution to local Dirichlet problems over pairs of
neighbouring subdomains, the so-called edge or face problems in 2 and 3 dimensions, respectively,
and by a global system on the wire-basket. In 2 dimensions the wire-basket problem, after a local-
to-global transformation of the vertex basis functions, is nothing but the coarse discretization of
the original PDE. The method is referred to as the vertex preconditioner. The method dates back
to the pioneering work of Bramble, Pasciak, and Schatz in 1986 [1]. The number of iterations
grows only poly-logarithmically with respect to H/h, where H and h are the coarse and �ne �nite
element discretization steps, respectively. The method is also robust with respect to coe�cient
jumps that are aligned with subdomains.

In 3 dimensions the situation changes as the number of iterations of the vertex method grows
super-linearly with H/h. An e�cient remedy was proposed by B. Smith in 1991 [2]. The wire-
basket is approximated by an auxiliary solver resulting in a coarse problem for the subdomain
average values. The method again enjoys the poly-logarithmic complexity independently of
coe�cient jumps aligned with subdomains.

In this talk I describe a novel parallel implementation of the wire-basket method of Smith, which,
to my best knowledge, has not been reported in literature yet. In the implementation the data as
well as the computation is distributed over pairs of the neighbouring subdomains, rather than the
subdomains themselves. The reason is that the local face problem, which is nowadays referred
to as the deluxe scaling, is more expensive than the local subdomain problem. At the end I will
discuss replacing local direct solvers with geometric multigrid.

This work continues in the direction of our previous work [3, 4].
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Determination of initial stress tensor

J.Malík, A.Kolcun

Institute of Geonics of the Czech Academy of Sciences, Ostrava

The knowledge of initial stress tensor is very important when one evaluates the stability of
underground openings like tunnels, compressed gas tanks or radioactive waste deposits. The
knowledge of initial stress tensor enables to optimize the reinforcement of tunnels, choose the
suitable shape of underground openings and their orientation in the rock environment. The
mathematical modeling of stress �elds in the vicinity of underground openings requires precise
boundary conditions, which can be derived from initial stress tensor. Extensive literature is de-
voted to the determination of initial stress tensor. An overview of these methods can be found in
the papers [1]-[3] that describe the development of these methods to the present. These methods
are based on the installation of probes equipped with sensors that measure deformations occur-
ring after removal rock, overcoring, in their vicinity. Due to the stress in the rock, the removal of
a part of the rock causes deformation of the remaining rock, which is transfered to the sensors.
The probes are relatively small, a few centimeters, and the accuracy of such measurements is not
high. In this paper we present a new method, which is based on measuring the distances between
pairs of selected points on the walls of the underground opening. When a part of the rock is
excavated, the distance between these points changes and the magnitude of these changes de-
pends on the initial stress tensor. A procedure which allows to determine the initial stress tensor
from the measured distances is developed. A criterion showing how to select measuring points so
that errors of measurement do not a�ect the results very much is presented. In this section we
will describe the method of obtaining the initial stress tensor from measuring distances between
suitably selected pairs of points. The solution to our problem will be based on the �rst boundary
problem of the theory of elasticity and the approach used is shown in Fig. 1a-c.

Γ
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Γ
2

Γ
3

Ω

Figure 1a: First step of measuring process.

Ω
~~

Ω
~

Ω

Figure 1b: Second step of measuring process.
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Ω

Figure 1c: Third step of measuring process.

Let us formulate our task as follows:

� Suppose that short steel bars are installed on the boundary of the tunnel.

� We measure the distances between the points in the situation shown in Fig. 2a.

� After removing part of the rock, (Fig. 2b) we re-measure these distances (Fig. 2c) and
through mathematical modeling determine the initial stress tensor.

Our problem is the proper assembly of the matrix Z, which is the least square matrix connected
to the selection of measuring points and their pairs so that the conditional number κ(Z) is small
as possible.

Figure 2: Finite element net of the numerical example.

The choice of measuring points and pairs of these points plays an important role. The correct
choice can signi�cantly reduce the condition number κ(Z) and thus a�ect the reliability of the
determination of the initial stress tensor. This fact is demonstrated by a simple numerical
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example shown in Fig. 2. This �gure shows a domain measuring 40 × 40 × 90m with a tunnel
measuring 4 × 4 × 50m. The darker part of the tunnel corresponds to the �rst phase and
shows the part of the tunnel in which the measuring points were located. The lighter part of the
tunnel corresponds to the second phase when the rock is extracted and the distances between the
selected pairs of measuring points are re-measured. The tunnel is excavated in a homogeneous
isotropic rock with Young's modulus E = 65GPa and Poisson's ratio ν = 0.25.

a) b) c)

Figure 3: Example of selection of measuring points.

The selection of measuring points and pairs of points at which distance measurements were
made is shown in Fig. 3. The set X of six measuring points is shown in Fig. 3a). The �rst
three measuring points are located 40cm behind the tunnel face and the second three points at
a distance of 3m from the �rst three points. Two di�erent sets of measuring points and their
pairs are shown in Fig. 3b) and Fig. 3c). The performed numerical calculations lead to the
following values of the conditional number are 58 and 5747. These values show that the choice of
measuring points plays an essential role in the evaluation of measurements. Using mathematical
modeling allows you to select suitable sets of measuring points and their pairs before installing
the measuring points and measuring the distances between the selected pairs of these points.

Acknowledgement: This work was supported by Czech Science Foundation (GA�R) through
project No. 19-11441S.
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Simple �nite elements and multigrid for e�cient mass-consistent

wind downscaling in a coupled �re-atmosphere model
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1 Introduction

In the coupled atmosphere-�re model WRF-SFIRE [6, 5], the weather model runs at 300�1km
horizontal resolution, while the �re model runs at the resolution of 30m or �ner. The wind has
a fundamental e�ect on �re behavior and the topography details have a strong e�ect on the
wind, but WRF does not see the topography on the �re grid scale. We want to downscale the
wind from WRF to account for the �ne-scale terrain. For this purpose, we �t the wind from
WRF with a divergence-free �ow over the detailed terrain. Such methods, called mass-consistent
approximations, were originally proposed on regular grids [9, 10] for urban and complex terrain
modeling, with terrain and surface features modeled by excluding entire grid cells from the
domain. For �re applications, WindNinja [11] uses �nite elements on a terrain-following grid.
The resulting equations are generally solved by iterative methods such as SOR, which converge
slowly, so use of GPUs is of interest [2]. A multigrid method with a terrain-following grid by
a change of coordinates was proposed in [13].

The method proposed here is to be used in every time step of WRF-SFIRE in the place of
interpolation to the �re model grid. Therefore, it needs to have the potential to (1) scale to
hundreds or thousands of processors using WRF parallel infrastructure [12]; (2) scale to domains
size at least 100km by 100km horizontally, with 3000 × 3000 × 15 grid cells and more; (3)
have reasonable memory requirements per grid point; (4) not add to the cost of the time step
signi�cantly when started from the solution in the previous time step; and, (5) adapt to the
problem automatically, with minimum or no parameters to be set by the user.

2 Finite element formulation

Given vector �eld u0 on domain Ω ⊂ Rd, subset Γ ⊂ ∂Ω, and d× d symmetric positive de�nite
coe�cient matrix A = A (x), we want to �nd the closest divergence-free vector �eld u by solving
the problem

min
u

1

2

∫
Ω

(u− u0) ·A (u− u0) dx subject to divu = 0 in Ω and u · n = 0 on Γ, (1)

where Γ is the bottom of the domain (the surface), and A (x) is a 3 × 3 diagonal matrix with
penalty constants a2

1, a
2
2, a

2
3 on the diagonal. Enforcing the constraints in (1) by a Lagrange
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multiplier λ, we obtain the solution (u, λ) as a stationary point of the Lagrangean

L (u, λ) =
1

2

∫
Ω

A (u− u0) · (u− u0) dx+

∫
Ω

λ divudx−
∫
Γ

λn · uds. (2)

Eliminating u from the stationarity conditions ∂L(u, λ)/∂λ = 0 and ∂L(u, λ)/∂u = 0 by

u = u0 +A−1 gradλ (3)

leads to the generalized Poisson equation for Lagrange multiplier λ,

−divA−1 gradλ = divu0 on Ω, λ = 0 on ∂Ω \ Γ, n ·A−1 gradλ = −n · u0 on Γ. (4)

Multiplication of (4) by a test function µ, µ = 0 on ∂Ω \ Γ, and integration by parts yields the
variational form to �nd λ such that λ = 0 on ∂Ω \ Γ and∫

Ω
A−1 gradλ · gradµdx = −

∫
Ω

gradµ · u0dx (5)

for all µ such that µ = 0 on ∂Ω\Γ. The solution is then recovered from (3). We proceed formally
and avoid the language of functional spaces; the theory will be presented elsewhere.

The variational problem (5) is discretized by standard isoparametric 8-node hexahedral �nite
elements, e.g., [4]. The integral on the left-hand side of (5) is evaluated by tensor-product Gauss
quadrature with two nodes in each dimension, while for the right-hand side, one-node quadrature
at the center of the element is su�cient. The same code for the derivatives of a �nite element
function is used to evaluate grad λ in (3) at the center of each element.

The unknown λ is represented by its values at element vertices, and the wind vector is represented
naturally by its values at element centers. No numerical di�erentiation of λ from its nodal values,
computation of the divergence of the initial wind �eld u0, or explicit implementation of the
boundary condition on gradλ in (4) is needed. These are all taken care of by the �nite elements
naturally.

3 Multigrid iterations

The �nite element method for (5) results in a system of linear equations Ku = f . The values
of the solution are de�ned on a grid, which we will call a �ne grid. One cycle of the multigrid
method consists of several iterations of a basic iterative method, such as Gauss-Seidel, called
a smoother, followed by a coarse-grid correction. A prolongation matrix P is constructed to
interpolate values from a coarse grid, in the simplest case consisting of every other node, to the
�ne grid. For a given approximate solution u after the smoothing, we seek an improved solution
in the form u+ Puc variationally, by solving

P>K (u+ Puc) = P>f (6)

for uc, and obtain the coarse-grid correction procedure as

fc = P> (f −Ku) form the coarse right-hand side

Kc = P>KP form the coarse sti�ness matrix

Kcuc = fc solve the coarse-grid problem (7)

u← u+ Puc insert the coarse-grid correction
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The coarse grid correction is followed by several more smoothing steps, which completes the
multigrid cycle.

In the simplest case, P is a linear interpolation and the coarse sti�ness matrix Kc is the sti�ness
matrix for a coarse �nite element discretization on a grid with each coarse-grid element taking
the place of a 2 × 2 × 2 agglomeration of �ne-grid elements. That makes it possible to apply
the same method to the coarse-grid problem (7) recursively. This process creates a hierarchy of
coarser grids. Eventually, the coarsest grid problem is solved by a direct method, or one can just
do some more iterations on it.

Multigrid methods gain their e�ciency from the fact that simple iterative methods like Gauss-
Seidel change the values of the solution at a node from di�erences of the values between this and
neighboring nodes. When the error values at neighboring nodes become close, the error can be
well approximated in the range of the prolongation P and the coarse-grid correction can �nd uc
such that u + Puc is a much better approximation of the solution. For analysis of variational
multigrid methods and further references, see [1, 7].

Multigrid methods are very e�cient. For simple elliptic problems, such as the Poisson equation on
a regular grid, convergence rates of about 0.1 (reduction of the error by a factor of 10) at the cost
of 4 to 5 Gauss-Seidel sweeps on the �nest grid are expected [3]. However, the convergence rates
get worse on more realistic grids, and adaptations are needed. We choose as the smoother vertical
sweeps of Gauss-Seidel from the bottom up to the top, with red-black ordering horizontally into
4 groups. For the base method, we use 2×2×2 coarsening and construct P so that the vertices of
every 2×2×2 agglomeration of elements interpolate to the �ne-grid nodes in the agglomeration,
with the same weights as the trilinear interpolation on a regular grid. The interpolation is still
trilinear on a stretched grid, but only approximately trilinear on a deformed terrain-following
grid.

The base method works as expected as long as some grid layers are not tightly coupled. If
they are, we mitigate the slower convergence by semicoarsening [8]: After smoothing, the error
is smoother in the tightly coupled direction(s), which indicates that we should not coarsen the
other direction(s). When the grid is stretched vertically away from the ground, the nodes are
relatively closer and thus tightly coupled in the horizontal direction. Similarly, when the penalty
coe�cient a3 in the vertical direction is larger than a1 and a2 in the horizontal directions, the
neighboring nodes in the vertical direction are tightly coupled numerically. The algorithm to
decide on coarsening we use is: Suppose that the penalty coe�cients are a1 = a2 = 1 and a3 ≥ 1,
and at the bottom of the grid, the grid spacing is h1 = h2 (horizontal) and h3 (vertical). If
h3/(h1a3) > 1/3, coarsen in the horizontal directions by 2, otherwise do not coarsen. Then,
replace h1 and h2 by their new values, corsened (multiplied by 2) or not, and for every horizontal
layer from the ground up, if h3/(h1a3)] < 3, coarsen about that layer vertically, otherwise do
not coarsen. This algorithm retains the coarse grids as logically cartesian, which is important
for computational e�ciency and keeping the code simple, and it controls the convergence rate
to remain up to about 0.28 with four smoothing steps per cycle.

4 Conclusion

We have presented a simple and e�cient �nite element formulation of mass-consistent approx-
imation, and a multigrid iterative method with adaptive semicoarsening, which maintains the
convergence of iteration over a range of grids and penalty coe�cients. A prototype code is
available at: https://github.com/openwfm/wrf-fire-matlab/tree/femwind/femwind
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1 Introduction

Modelling of contact is still one of the most di�cult aspects of nonlinear analysis. From the
mechanical point of view, contact is the interaction between bodies that touch and exchange loads
and energy. In the �nite element method the number of di�erent approaches were developed. The
node-to-segment (NTS) algorithm is a multipurpose discretization technique [1]. The algorithm
is widely used due to its simplicity, clear physical meaning and �exibility [3]. The contact is
de�ned between a master segment and a slave node (Figure 1). The slave node C lies on the
unit normal n of the master segment AB in the distance gN , the normal lies in the distance ξ
from the node 1, ξ can take values in the interval 〈0; 1〉 [2].

slave

masterA B

C

gN · n

·ξ (1− ξ)

Figure 1: Geometry of the node-to-segment contact. [2]

For two bodies in the contact a contact element is created between the slave node and the master
segment, with the weak formulation∫

Ω1,2

σ : δεdΩ−
∫

Ω1,2

fv · δudΩ−
∫

ΓN1,2

f0 · δudΓ + Πc = 0 (1)

where is σ - stress, ε - strain, fv - volume forces, f0 - surface forces, u - deformations, Ω1 and
Ω2 - body regions, Γ1,2 - body boundaries, extended by a contact contribution Πc which di�ers
based on the used method [2].

There are basically two methods that are used for Πc calculation, penalty method and Lagrange
multipliers. The main drawback of the penalty method is choosing the penalty weight. The
penalty method is not exact, because constraint violation is dependent on chosen penalty weight.
It can be shown that constraint violation is proportional to 1/P for P large enough, but with
larger P solution becomes more unstable and forces calculated in contact element may be much
higher than the correct ones. The method of Lagrange multipliers is exact, but has a disadvantage
in need to expand the original system of equations that is not positive de�nite. [4]

The paper introduces a correct and e�cient algorithm for calculation of impacts of bodies by
explicit method, ful�lling the correct conservation of both, momentum and energy. The algorithm
is described in 2D formulation in this paper, but the principles introduced there holds also for
the formulation in 3D space. The algorithm has been implemented in a computer program and
its correctness and e�ciency has been fully proved.
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2 Calculation of impacts of bodies

Calculation of impacts of bodies consists of solution of impacts of particular nodes of one body
with a surface of elements of other bodies. The principle of the analysis of impacts of bodies
introduced in this paper assumes that the surfaces of elements of the bodies are plane. The
mathematical description described in this paper is formulated for 2D problem, which implies
that the surfaces are represented by line segments. Particular bodies are arbitrarily moving (and
rotating) in the space. For each node of a body it is needed to investigate if it had impacted on
a surface of an element of another body in the current time step. An impact which occurs earlier
is analyzed �rst.

2.1 Calculation of magnitude of the contact force

The change of the total potential energy Π is the sum of all its three components.

Π = Πk + Πσ + Πp (2)

All of them are functions of one unknown variable which is the magnitude of the contact force
fC . Determination of its direction has been described above. The direction of the force fC can
be de�ned as the base of the vector fC , eC = fC

‖fC‖ . Thus for fC we can write

fC = eC ‖fC‖ (3)

The magnitude of this force ‖fC‖ can be determined from the law of conservation of energy, so
we can write

Π′ (‖fC‖)−Π (‖fC‖) = ∆Π (‖fC‖) = ∆Πk (‖fC‖) + ∆Πσ (‖fC‖) + ∆Πp (‖fC‖) = 0 (4)

where Π (‖fC‖) and Π′ (‖fC‖) is the total potential energy of the structure at the beginning and
at the end of the �ctive time step. The formulas for calculation of the kinetic energy and the
potential energy of position contains only linear and quadratic members with unknown magnitude
of the impact force ‖fC‖. Only the calculation of elastic potential energy needs calculation of
the square root of the member with the unknown variable. The issue is the calculation of the
member length at the end of the �ctive time step. If we want to obtain the quadratic equation
for the unknown variable and thus to obtain the magnitude of the impact force ‖fC‖in the closed
form, we need to calculate the change of the lenght of the member in linearized form based on
adding linear projections of the nodal displacement components to the exact calculation of the
end of the member in the beginning of the �ctive time step. Then the calculation of ‖fC‖ would
lead to solution of a quadratic equation without an absolute member which would have been
vanished by detraction of the energy at the beginning of the time step. Physical sense has only
the positive root of the equation. It should be substitute as a force at the point C and then
determine with it also forces of the points A and B. Regarding that the following relations holds

∆vA =
fA
mA

dt

∆vB =
fB
mB

dt (5)

56



by substitution for ∆vA and ∆vB from the equations

∆vA =∆vQ
mA +mB

mA
(1− ξ) = − fC

mA
(1− ξ) dt

∆vB =∆vQ
mA +mB

mB
ξ = − fC

mB
ξdt (6)

we obtain relations for the forces fA and fB

fA =∆vA
mA

dt
= −fC (1− ξ)

fB =∆vB
mB

dt
= −fCξ (7)

In case that the linearization of the equation 4 was not performed, then it is possible to calculate
the unknown variable ‖fC‖ by an iterative process using variation of the Newton's method. The
Newton's method of solution of a nonlinear algebraic equation f (x) = 0 supposes knowledge of
the �st derivative of the function f ′ (x).

The unknown variable x can then be calculated by the iterative formula

xi+1 = xi −
fi
f ′i

(8)

Because we are not able to calculate the �rst derivative of the function∆Π analytically, it is then
determined only numerically from the last two iterations as follows. The iterative algorithm then
reads:

‖fC‖i+1 = ‖fC‖i −
∆Πi

(
‖fC‖i − ‖fC‖i−1

)
∆Πi −∆Πi−1

(9)

2.2 Satisfying the conservation laws

The issue deals with the laws of conservation of mass, energy and momentum.

a) Conservation of mass: There must be satis�ed these following simple equations:

dm =dm0

ρdV =ρ0dV0 ⇒ ρ = ρ0
dV0

dV
(10)

dm0, dρ0 a dV0 is mass, density and volume of a mass element on the initial con�guration and
dm, dρ a dV is mass, density and volume of the same mass element on the current con�gu-
ration (deformed) con�guration. Thus, when e.g. decreasing the element volume, the density
of the element must be proportionally increased to satisfy the same element mass. This law is
automatically ful�lled regardless the presented algorithm and is not in�uenced by this algorithm.
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b) Conservation of energy: The law of conservation of energy is explicitly satis�ed in calculation
of the impact of bodies using the presented algorithm, because the magnitude of the opposite
impact forces ‖fC‖ and ‖fQ‖ acting on the points C and Q of the impacted bodies are calculated
on the base of just this law (equation 4).

c) Conservation of momentum: This law is satis�ed implicitly, because the unknown contact
force is introduced in the algorithm by the opposite forces acting on the impacted points in the
sense of the 3rd Newton's law, so the global momentum will not be in�uenced.

3 Conclusion

The paper has introduced a theoretical correct and e�cient algorithm for impact of bodies. The
presented algorithm was implemented in a computer program and correctness of the presented
algorithm was proved by number of numerical examples where all the energy components were
monitored. It was shown that during each impact the law of conservation of energy is perfectly
satis�ed. The conservation of momentum is ful�lled implicitly. The numerical tests also have
shown the stability of the presented algorithm. Although that the algorithm was presented and
implemented in 2D, the principles of the algorithm hold also for 3D. This will be developed and
presented in the next phase of the research. In the computer tests the presented algorithm was
compared with the penalty method which is widely used in another computer programs and the
superiority of the algorithm presented in this paper over the penalty method was shown.
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Preconditioning the stage equations

of implicit Runge Kutta methods

M.Outrata, M.J.Gander

University of Geneva

When using implicit Runge-Kutta methods for solving parabolic PDEs, solving the stage equa-
tions is often the computational bottleneck, because the dimension of the stage equations is
related to the spatial discretization and can thus become very large. The solution of the stage
equations hence often requires the use of iterative solvers, whose convergence can be less than
satisfactory. Using spectral analysis, we study the properties of two recently introduced precon-
ditioners for the stage equations, and their dependence on the associated Butcher tableau of the
Runge-Kutta method. We then try to optimize the Butcher tableau for the performance of the
entire solution process, rather than only the order of convergence of the Runge-Kutta method.
To do so requires to carefully balance the numerical stability of the Runge-Kutta method, its
order of convergence, and also the convergence of the iterative solver for the stage equations. We
illustrate our result on a simple test problem and then outline possible generalizations.
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1 Introduction

Similarly to other scienti�c domains, the expenses related to in silico modeling in pharma-
cology need not be extensively apologized. Vis à vis both in vitro and in vivo experiments,
physiologically-based pharmacokinetic (PBPK) and pharmacodynamic models represent an im-
portant tool for the assessment of drug safety before its approval, as well as a viable option in
designing dosing regimens.

In this contribution, we present some special techniques related to the mathematical modeling,
control and optimization of biochemical networks. We continue in direction of papers devoted
to mathematical models describing the drug-induced enzyme production networks, see [3] and
references within there. Again, we deal with the inverse problem of model parameter estimation.
Furthermore, being aware of the expected growing complexity of PBPK models, here, we mainly
focus on the problem of model reduction [6] and related techniques, e.g. Quasi-Steady-State
Assumption (QSSA) [5], delayed QSSA (D-QSSA) [7], Singular Perturbation Method [2]. Newly,
we consider optimal control problems, e.g. output regulation via a periodic drug intake.

2 Case study: Enzymatic process with external dosing (leading
to Michaelis-Menten kinetics)

Let us consider perhaps the most studied example of the enzyme-substrate transport-reaction
(T-R) network, see e.g. [5]. The model for the action of an enzyme E on another chemical
(so-called substrate S transported from a cell exterior to interior) is described in Tab. 1.

Table 1: Description of transport and reaction systems (enzyme-substrate reaction network)
leading to Michaelis-Menten kinetics when QSSA is employed.

Description of related T-R process Chem. notation Model parameters

R1: Substrate (drug) dosing (model input) ∅ → Sext adose(t)
R2: Drug enters the cell e.g. by permeation Sext → Sint kup ≡ k3
R3: Enzyme binds to drug, formation of C Sint + E 
 C kassoc ≡ k1, kdis ≡ k2

(reaction R3 is reversible)
R4: Complex breaks down (P formation) C → P + E kcat ≡ k4
R5: Product P removal (or degradation) P → ∅ adeg(t)
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The state variables of substance concentrations are collected in a 5-dimensional vector x as
follows

x(t) =


x1(t)
x2(t)
x3(t)
x4(t)
x5(t)

 ≡


E(t)
C(t)
Sext(t)
Sint(t)
P(t)

 .

Then the system of ODEs describing T-R process can be written as

dx(t)

dt
=


x′1(t)
x′2(t)
x′3(t)
x′4(t)
x′5(t)

 = Dx(t) + z(t), (1)

with the constant matrix

D =


0 k2 + k4 0 0 0
0 −(k2 + k4) 0 0 0
0 0 −k3 0 0
0 k2 k3 0 0
0 k4 0 0 0

 (2)

representing the linear part of the system, and the vector

z(t) =


−k1 · x1(t) · x4(t)
k1 · x1(t) · x4(t)

adose
−k1 · x1(t) · x4(t)

−adeg


representing the nonlinear (quadratic) and constant parts. The initial conditions (given the
normalization with the initial enzyme concentration E0) are

x(0) =
(

1 0 0 0 0
)T
. (3)

An appealing modi�cation of the above relations using two sets of state variables of substance
concentrations was introduced in [1] and further developed by prof. Ivo Marek (R.I.P.) in [4].

x1(t) =

(
x1(t)
x2(t)

)
, x2(t) =


x2(t)
x3(t)
x4(t)
x5(t)

 .

Then the linear system of di�erential equations for modi�ed state variable vector x̃(t) is

dx̃(t)

dt
=



x′1(t)
x′2(t)
x′2(t)
x′3(t)
x′4(t)
x′5(t)

 = Ax̃(t) + z̃(t), (4)
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with the block diagonal system matrix of special form (M -matrix)

A =



−k1 · x4 k2 + k4 0 0 0 0
k1 · x4 −(k2 + k4) 0 0 0 0

0 0 −(k2 + k4) 0 k1 · x1 0
0 0 0 −k3 0 0
0 0 k2 k3 −k1 · x1 0
0 0 k4 0 0 0

 (5)

representing (in some sense) the linear part of the system, and the vector

z̃(t) =
(

0 0 0 adose 0 −adeg
)T

representing the nonlinear (constant) parts (including the initial/boundary conditions for state
variable x4 in adose term).

3 Expected results � Future prospects

Taking our benchmark system, either in form (1) or (4), we plan to perform numerical simulations
for two types of problems: (i) IVP (initial value problem) when the initial dose adose should
determine the speed of product formation (Michaelis-Menten like kinetics is being expected); (ii)
BVP (boundary value problem) when the initial dose adose is a periodic function. For the latter
case, we aim to formulate and solve an optimization problem.

Moreover, we aim to study some numerical issues related to model reduction techniques. Namely,
we shall compare the numerical results obtained from the full (non-reduced) problem with the
results obtained using two di�erent model reduction methods. Both IVP and BVP shall be
performed on the following models:

1. Non-reduced model, i.e. (1) or (4),

2. Reduced model A (old QSSA/SPM method),

3. Reduced model B (new delayed QSSA method).

Actually, we are looking for a similar result as in [7], where the delayed QSSA (D-QSSA) method
was �rstly presented, justi�ed and employed on more complex systems.

As it was stated in [7]: Reduction methods can produce a signi�cant simpli�cation of complex Sys-
tems Biology models whilst retaining a high degree of predictive accuracy. The essential �rst step
for both the standard QSSA and the D-QSSA is the identi�cation of the fast variables. However,
in some systems none of the variables can be considered as fast, while a suitable combination can.

Here, for the enzyme-substrate reaction network, the slow-fast variables separation is well known
and the technique of the D-QSSA can be applied successfully.

Once having determined the numerical issues concerning the appropriate method for numer-
ical integration, the e�cient and reliable simulation of state variables would be possible and
eventually the formulation and solving of an optimization problem should crown our e�orts.

Last comment on D-QSSA method: The authors of [7] point out that in most biochemical systems
the delay in the D-QSSA depends on the rate constants of the chemical reactions involved. Thus,

62



the technique of the D-QSSA, applied for complex biochemical processes, should be suitably
'tuned'.1

Thus, we plan, in the future work, to apply the delayed QSSA method to the model describing
the action of pregnane X receptor (PXR) causing the xenobiotic (drug) metabolizing enzyme
induction, see [3] and references within there. The reason is that the transcriptional delay on
the rates of the elementary chemical reactions is inherently present there, and moreover, some
related work has been already done.
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Inverse problem for nonlinear Gao beam and elastic foundation

J.Radová, J.Machalová

Palacký University Olomouc, Faculty of Science

1 Introduction of identi�cation problem

Identi�cation problem is a framework of mathematical problems dealing with the identi�cation of
unknown coe�cients of a given di�erential equation. In general, the identi�cation of parameters
consists of using experimentally measured data such that the di�erential equation's coe�cients
can be determined. In practice, there exist many interesting problems in which the equation's
coe�cients are not exactly known. The aim of this contribution is to �nd unknown coe�cients of
the nonlinear Gao beam model and an obstacle situated in some distance under the beam. The
obstacle is considered as an elastic foundation governed by the Winkler one-parametric model.

2 Gao beam equation

The Gao beam model, which was �rstly introduced in [1], is given by the fourth-order di�erential
equation

E I wIV − E α (w′)2w′′ + P µw′′ = f, in (0, L), (1)

where

α = 3 t b (1− ν2), µ = (1− ν2)(1 + ν), f = (1− ν2) q,

w is an unknown de�ection, E is Young's modulus, ν is the Poisson's ratio. The area moment
of inertia I = 2

3 t
3 b is constant with 2t as a thickness and b as a width of the beam. The symbol

L stands for the length of the beam. The distributed transverse load is denoted by q and P
represents the constant axial force acting at the end point x = L. We distinguish two types of
axial force cases, the case with an axial force causing compression P > 0 and an axial force
causing tension P < 0.

In the recent paper [6] small correction of the Gao beam model was presented. The correction
modi�es the constant µ. Instead of the constant µ = (1− ν2)(1 + ν) is proposed the coe�cient
µ = (1− ν2). With respect to this fact we will consider the modi�ed Gao beam equation, i.e.

E I wIV − E α (w′)2w′′ + P µw′′ = f, in (0, L). (2)

In this contribution an identi�cation problem for a contact problem for the Gao beam and an
elastic deformable foundation governed by the Winkler one-parametric model with a foundation
modulus kF > 0 is studied. See in [2], [4] and [5] for detailed information about solution of the
contact problem for the Gao beam model. It is assumed that the beam is situated above the
foundation, i.e. there is a gap g between the foundation and the beam, see Fig. 1. Thus, the
equation (2) is modi�ed in the following way

E I wIV − E α (w′)2w′′ + P µw′′ = f + T (w), in (0, L), (3)
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Figure 1: Beam situated above elastic foundation

where
T (w) = cF (g − w)+

with cF = (1− ν2)kF represents contact forces between the beam and the foundation. The term
(g − w)+ is de�ned as follows

(g − w)+ = max{0, g − w}.

The variational formulation of the contact problem (3) reads as{
Find w ∈ V such that

a(w, v) + π(w, v)− κ(w, v) = L(v) ∀v ∈ V,
(4)

where V is the space of displacements with respect to the boundary conditions and where

a(w, v) =

∫ L

0
EIw′′v′′dx− P µ

∫ L

0
w′v′dx, π(w, v) =

1

3

∫ L

0
E α (w′)3 v′dx, (5)

κ(w, v) =

∫ L

0
cF (g − w)+v dx, L(v) =

∫ L

0
fv dx, (6)

for more information see e.g. [5].

3 Identi�cation of parameter

The main idea of the parameter identi�cation problem is to determine coe�cients of the static
Gao beam equation by using an optimal control approach, see e.g. [8]. The similar problem
including the identi�cation problem for the Gao beam model was studied in [7], where the
identi�cation problem for de�ection of Gao beam model was analyzed. The identi�cation problem
is formulated as the minimization of a cost functional which depends on a solution of the state
problem. In this case the state problem is represented by the Gao beam equation and the elastic
deformable foundation. The cost functional J is de�ned as follows

J : H2
0 ((0, L)) −→ R, J (w(c)) =

1

2
‖w(c)− z‖2, (7)

where ‖ · ‖ is L2−norm, z ∈ L2((0, L)) is given function, H2
0 ((0, L)) is Sobolev space and Uad is

so called admissible set de�ned as

Uad := {c ∈ L∞((0, L))× L∞((0, L))× L∞((0, L)) : 0 < cmin ≤ c ≤ cmax <∞ in (0, L),

c|Ki ∈ P0(Ki)× P0(Ki)× P0(Ki) i = 1, . . . , r},
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where c = (E, ν, kF ) and cmin, cmax are given vectors. We suppose that the interval (0, L) is
decomposed into mutually disjoint open intervals Ki, i = 1, . . . , r, i.e. Ki ∩Kj = ∅,∀i 6= j, and

〈0, L〉 =
r⋃
i=1

Ki. Further P0(Ki) is the set of constant functions on the subintervals Ki. It is easy

to see that Uad is the closed, convex subset of triplets of piecewise constant functions on the
partition of (0, L). The �nal identi�cation problem is de�ned as follows

Find unknown parameter c∗ ∈ Uad such that

J(w(c∗)) = min
c∈Uad

J(w(c)),

where w(c) solves the state problem (4).

(P)

If c∗ = (E∗, ν∗, k∗F ) is the solution to (P) and w∗ := w(E∗, ν∗, k∗F ) solves the state problem (4)
then the pair ((E∗, ν∗, k∗F ), w∗) is called an optimal pair of the problem (P).

Numerical realization of the identi�cation problem (P) is based on using �nite element method.
Discretization is composed of two parts. The �rst part is the discretization of the state problem.
The second part concerns the discretization of the cost functional (7) that it is described in
[7]. Finally, the discretization of the identi�cation problem leads to a nonlinear programming
problem as follows 

Find vector c∗ ∈ Uad such that

J(c∗) = min
c∈Uad

J(c),

where w(c) solves the discrete state problem

and where the discrete cost functional is given by

J(c) =
1

2
‖Sw(c)− z‖2,

where S is a matrix representing the restriction mapping, w(c) is a solution of the discrete state
problem, z denotes the vector of given measured values. For more information we refer to [7].

The minimization process is performed by a gradient method and it is based on generating a
sequence {ck}. The new iteration ck+1 is found in the form ck+1 = ck+αdk, where dk is a descent
direction. This direction is chosen in such a way that J(ck +αdk) < J(ck) for α ∈ (0, α), where
α > 0 and α is a suitable step which is obtained by using line search techniques. In gradient
type methods, the descent direction is computed by means of the �rst order derivatives of the
minimized functional. It is obvious that

J ′(c) =
(
Sw(c)− z,Sw′(c)

)
=
(
S> (Sw(c)− z) ,w′(c)

)
.

The problematic part w′(c) can be eliminated by using adjoint state problem by using properties
of an implicit function. For more details see e.g. [3], [7] or [8].

Acknowledgement: The authors gratefully acknowledge the support by the IGA UPOL grant
IGA_Prf_2020_015.
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On a distributed computing platform

for a class of contact - impact problems
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1 Introduction

Dynamic contact problems of several deformable bodies belongs to the set of engineering issues
with potential to be solved using the �nite element technique and the explicit integration in time
in a distributed manner e�ectively. Their analysis o�ers a capability to work in dynamically
changing environment, provided by some general computer network.

The open-source platform, introduced in this paper, is based on the domain-level decomposition
method, with complete dynamic behaviour both in scope of current accessible hardware for
computation and of data content. Such platform follows the recent trends of cloud technologies,
built on the computer network stack as a core for inter-process communication.

The illustrative example presents an impact of structures assembled from a �nite number of
shells. It should be understood as an indicator of current capabilities and performance of the
suggested strategy for distributed computing.

2 Physical and mathematical background

Following [4], p. 77, the principle of balance of linear momentum, applied to a deformable body
B in the 3-dimensional Euclidean space R3, reads

∇ · σ + %f = %a in B × [0, τ ] , (1)

u = uD on ∂BD × [0, τ ] ,

b = σ · ν on ∂BN × [0, τ ] ,

u(., 0) = u , v(., 0) = v in B .
The Hamilton operator ∇ = (∂/∂x1, ∂/∂x2, ∂/∂x3) in (1) is related to certain �xed Cartesian
coordinate system x = (x1, x2, x3), as well as the components of all quantities; moreover a =
v̇ = ü where the upper dot symbol replaces ∂/∂t for a time t from a �nite time interval [0, τ ]
and ν denotes the outward unit normal vector to certain part ∂BN of a boundary of ∂B in R3,
whereas ∂BD means the rest of such boundary. The following quantities are prescribed: the
material density ρ(x), the body forces b(x, t), the surface forces g(x, t), due to the Neumann
boundary conditions (3rd equation), the boundary displacements uD(x, t), due to the Dirichlet
boundary conditions (2nd equation), the initial displacements u(x) and velocities, due to the
couple of Cauchy initial conditions (last equations); u(x, t) are unknown displacements and
σ(x, t) unknown stresses. The principle of balance of angular momentum by [4], p. 78, forces the
symmetry of stress tensors σ.

To enable the evaluation of u from (1), the strain - stress relation can be considered in the sense
of Cauchy elasticity by [4], p. 178, using the strain energy function Ψ(ε), as σ = ∂Φ(ε)/∂ε,
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taking the usual strain components εij = ui,j + uj,i + uk,iuk,j for i, j ∈ {1, 2, 3} where ui,j means
∂ui/∂xj , etc., and k represents the Einstein summation index from {1, 2, 3} again. In particular,
Ψ(ε) = λ (tr ε)2 + 2µε :ε is well-known as the Hooke law for isotropic materials with 2 positive
Lamé constants λ and µ.

The contact constraints between particular bodies, namely the master B and the slave B̃ ones,
can be quanti�ed with help of a normal gap function

g(x, t) = (x− x̃) · ν ≥ 0 , g(x, t) p(x, t) = 0 , p(x, t) ≤ 0 , (2)

which is known as the Hertz - Signorini -Moreau conditions. The total stress traction vector
σ · ν on ∂B can be decomposed into its contact pressure component p, occurring in (2), and the
tangential one; p(g) should be evaluated from experiments, at least in the simple form p = −ςg,
used in the illustrative example here, with just 1 positive material parameter ς. Clearly the
e�ective contact detection is crucial for the design and implementation of any relevant numerical
approach working with (1) and (2).
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Figure 1: Velocity constraints and model geometry.

3 Numerical approach and computational algorithms

The application of �nite element techniques to the weak formulation of (1) and (2) leads to a
system of nonlinear ordinary di�erential equations, whose general form is

M Ü + FI(U) = FE(U) + FC(U) on [0, τ ] . (3)

The symbols M , FI , FE and FC represent the lumped mass matrix and all internal, external
and contact forces, respectively, whereas U is certain vector of a priori unknown real parameters,
time-dependent only. Because of the nonlinearity of all additive terms in (3) except the 1st one,
some stable explicit time discretization scheme is required, like [8].

Such numerical approach is suitable for application in ah platform that ensure capability to do
computations regardless of their environment, i. e. whether they are run in sequential, parallel
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or in a hybrid manner on a computer network, as discussed by [5]. Each cluster node considered
in the hybrid form of computation is represented by some single workstation, which processes
computation of a set of associated macro-entities. It can be assumed that each cluster node
comprises a multi-core CPU, capable of executing computational instructions in a fully parallel
form.

The platform can be characterized (without technical details) by the following computational
algorithms:

1) the main time loop: hybrid parallel explicit �nite element analysis process running in the
scope of one computer cluster node,

2) explicit integration of contact forces, involving both the detection of pairs of �nite element
nodes causing the contact force formation and the determination of the magnitude of
contact forces: building the kd-tree map T , implementing the nearest neighbour search,
inspired by [6], Chap. 9, [2] and [7], and inserting the d-dimensional node into T ,

3) explicit integration of the internal and external forces for each particular �nite element
with the determination of the resultant acting force: application of a range searching query
within T computations in co-rotated coordinates regarding a particular �nite element from
speci�ed domains,

4) �nal explicit integration of equations of motion (3).

The parallel solution is divided into 2 following levels: i) integration of internal, external and
contact forces, respectively, by mapping �nite element ranges on the individual cores of a multi-
core CPU, ii) processing of the Macro Entity Interaction Multi-graph (MEIM), here the entire
domain under the solution, on computer cluster. In the data transfer over such cluster 2 stages
must be handled carefully: a) input data migration: both retrieving model data (�nite element
mesh, material, etc.) and MEIM-based taking care of migrating computational data (serialization
and de-serialization), and b) merging of results.

The CAP theorem (i. e. the Brewer's theorem, stemming from [1]) states that a distributed
database system can only guarantee two out of the following three characteristics: Consistency,
Availability, and Partition tolerance. The CAP characteristics for the above sketched �nite
element explicit solver have been analyzed properly and documented on benchmark solutions.
Only 1 illustrative example follows, due to the limited extent of this presentation.

4 Illustrative example

For the purpose of testing the behaviour of a model during the numerical computations, a dy-
namic simulation of structures was performed, as evident from Fig. 1, where impacts of 10 spheres
and 3 surfaces were observed. The corresponding numerical simulation includes 13 separated dis-
cretized objects, composed from C0-triangular �at shell �nite elements that interact with each
other by contact forces during the simulation. Superscripts of such objects Ω refer to �number
of �nite elements; number of �nite element nodes� Interactions are initiated by the movement of
side-walls. against each other at a constant velocity.

Fig. 2 shows that in the approximately 1st half of solution time 8 successively following data
transfers were initiated by penetration of bounding box volumes belonging to the respective
macro objects. Such penetration indicates possible subsequent invocation of detailed contact
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events between the macro objects. This contact interaction cannot be currently solved in the
distributed manner, thus only the parallel solution of this task on one workstation is possible.

t0 t1

t21 t82

t95 t159

t226 t236

t328

Figure 2: Eight time steps including initial state of the dynamic simulation.

5 Conclusions

The testing structure was computed not in a real distributed environment, but on a single
workstation, thus further progress is needed, involving optimization of communication protocol,
as well as an improved algorithms for setting the size and shape of bounding boxes encapsulating
macro entities (spheres), etc. The expected applications are addressed namely to massive car
crashes and large deformation problems with contact of 3-dimensional printed structures.

Acknowledgement: This work was supported from the project of speci�c university research
FAST-S-20-6294 at Brno University of Technology.
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Geometry algebra and conditionality of linear system of equations
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1 Introduction

A new approach to the matrix conditionality and the solvability of the linear systems of equations
is presented. It is based on the application of the geometric algebra with the projective space
representation using homogeneous coordinates representation. There are two main groups:

� non-homogeneous systems of linear equations, i.e. Ax = b

� homogeneous system of equations, i.e. Ax = 0

Using the principle of duality and projective extension of the Euclidean space the �rst type of
the linear system, i.e. Ax = b, can be easily transformed to the second type, i.e. Ax = 0. The
geometric algebra o�ers more general formalism, which can be used for a better understanding
of the linear system of equations properties and behavior.

1.1 Geometric algebra

The Geometric Algebra (GA) uses a "new" product called geometric product de�ned as:

ab = a · b + a ∧ b (1)

where ab is the new entity. It should be noted, that it is a "bundle" of objects with di�erent
dimensionalities and properties, in general. In the case of the n-dimensional space, the vectors
are de�ned as a = (a1e1 + ...+anen), b = (b1e1 + ...+bnen) and the ei vectors form orthonormal
vector basis in En. In the E3 case, the following objects can be used in geometric algebra: [5]:

1 0-vector (scalar) e12, e23, e31 2-vectors (bivectors)
e1, e2, e3, 1-vector (vectors) e123 3-vector (pseudoscalar)

The signi�cant advantage of the geometric algebra is, that it is more general that than the Gibbs
algebra and can handle all objects with dimensionality up to n. The geometry algebra uses the
following operations, including the inverse of a vector.

a · b =
1

2
(ab + ba) a ∧ b = −b ∧ a a−1 = a/||a||2 (2)

It should be noted, that geometric algebra is anti-commutative and the "pseudoscalar" I in the
E3case has the basis e1e2e3 (brie�y as e123), i.e.

eiej = −ejei eiei = 1 e1e2e3 = I a ∧ b ∧ c = q (3)

where q is a scalar value (actually a pseudoscalar).
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2 Solution of linear systems of equations

The linear system of equations Ax = b can be transformed to the homogeneous system of linear
equations, i.e. to the form Dξ = 0, where D = [A|−b], ξ = [ξ1, ..., ξn : ξw]T , xi = ξi / ξw,
i = 1, ..., n. If ξw 7→ 0 then the solution is in in�nity and the vector (ξ1, ..., ξn) gives the
"direction", only.

As the solution of a linear system of equations is equivalent to the outer product (generalized
cross-vector) of vectors formed by rows of the matrix D, the solution of the system Dξ = 0 is
de�ned as:

ξ = d1 ∧ d2 ∧ ... ∧ dn Dξ = 0 , i.e. [A| − b]ξ = 0 (4)

where: di is the i-th row of the matrix D, i.e. di = (ai1, ..., ain,−bi), i = 1, ..., n. The application
of the projective extension of the Euclidean space enables us to transform the non-homogeneous
system of linear equations Ax = b to the homogeneous linear system Dξ = 0, i.e.:

a11 · · · a1n
...

. . .
...

an1 · · · ann


x1
...
xn

 =

b1...
bn

 ⇐======⇒
conversion

a11 · · · a1n −b1
...

. . .
...

...
an1 · · · ann −bn



ξ1
...
ξn
ξw

 =

0
...
0

 (5)

It is an important result as a solution of a linear system of equations is formally the same for
both types, i.e. homogeneous linear systems Ax = 0 and non-homogeneous systems Ax = b.

2.1 Angular criterion

Both types of the linear systems of equations, i.e. Ax = b (A is n × n) and Ax = 0 (A is
(n + 1) × n), actually have the same form Ax = 0 (A is (n + 1) × n), now, if the projective
representation is used. Therefore, it is possible to show the di�erences between the matrix
conditionality and conditionality (solvability) of a linear system of equations, see Fig.1.

Figure 1: Di�erence between matrix and linear system conditionality

The eigenvalues are usually used and the ratio ratλ = |λmax|/|λmin| & λ ∈ C is mostly used as
a criterion. If the ration ratλ is high, the matrix is said to be ill-conditioned, especially in the
case of large data with a large span of data. There are two cases, which are needed to be taken
into consideration:
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� non-homogeneous systems of linear equations, i.e. Ax = b. In this case, the matrix con-
ditionality is considered as a criterion for the solvability of the linear system of equations.
It depends on the matrix A properties, i.e. on eigenvalues.102 0 0

0 100 0
0 0 10−2


x1
...
x3

 =

b1...
b3

 (6)

A conditionality number κ(A) = |λmax|/|λmin| is usually used as the solvability criterion.
In the case of the Eq.6, the matrix conditionality is κ(A) = 102/10−2 = 104. However, if the
1st row is multiplied by 10−2 and the 3rd row is multiplied by 102, then the conditionality
is κ(A) = 1.

� a homogeneous system of equations Ax = 0, when the system of linear equations Ax = b
is expressed in the projective space. In this case, the vector b is taken into account and
bivector area and bivector angles properties can be used for solvability evaluation.

The only angular criterion is invariant to the row multiplications, while only the column multi-
plication changes angles of the bivectors. There are several signi�cant consequences:

� the solvability of a linear system of equations can be improved by the column multi-
plications, only, if unlimited precision is considered. Therefore, the matrix-based pre-
conditioners might not solve the solvability problems and might introduce additional nu-
merical problems.

� the precision of computation is signi�cantly in�uenced by addition and subtraction oper-
ations, as the exponents must be the same for those operations with mantissa. Also, the
multiplication and division operations using exponent change by 2±k should be preferred.

2.2 Preconditioning simpli�ed

There are several methods used to improve the ratio κ(A) = |λmax|/|λmin| of the matrix A of
the linear system, e.g. matrix eigenvalues shifting or preconditioning [1] [2]. The preconditioning
is usually based on solving a linear system Ax = 0:

PAS S−1x = Pb (7)

where P is a matrix, which can cover complicated computation, including Fourier transform.
The inverse operation, i.e. P, is computationally very expensive as it is of O(n3) complexity.
Therefore, they are not easily applicable for large systems of linear equations used nowadays.
There are methods based on incomplete factorization, etc., which might be used [3]. The proposed
matrix conditionality improvement method requires only the diagonal matrices values P and S,
i.e. multiplicative coe�cients pi 6= 0, sj 6= 0, which have to be optimized. This is a signi�cant
reduction of computational complexity, as it decreases the cost of �nding sub-optimal pi, sj
values. The proposed approach was tested on the Hilbert's matrix as conditionality can be
estimated as κ(Hn) ' e3.5n. The experimental results of the original conditionality κ(Horig) and
conditionality using the proposed method κ(Hnew) are presented in Tab.1.
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Table 1: Conditionality of modi�ed the Hilbert matrix: Experimental results (*with Octave warnings).

N cond(Horig) cond(Hnew) N cond(Horig) cond(Hnew)
3 5.2406e+02 2.5523e+02 7 4.7537e+08 1.4341e+08
4 1.5514e+04 6.0076e+03 8 1.5258e+10 6.0076e+03
5 4.7661e+05 1.6099e+05 9 4.9315e+11 1.3736e+11
6 1.4951e+07 5.0947e+06 10 1.6024e+13 4.1485e+12

20 1.6024e+13* 4.1485e+12

The experiments proved, that the conditionality cond(Hnew) of the modi�ed matrix using the
proposed approach was decreased by more than half of the magnitude for higher values of n, see
Tab.1. This is consistent with the recently obtained results [4], where the inverse Hilbert matrix
computation using the modi�ed Gauss elimination without division operation was analyzed.

The Hilbert matrix conditionality improvement also improved the angular criterion based on
maximizing the ratio κrat(H) de�ned as:

κrat(H) =
cos γmin
cosγmax

κrat(H) =
cosβmin
cosβmax

(8)

It says, how the angles cos γij , formed by the vectors aij of the bivectors are similar, see Fig.1.
It means, that if the ratio κrat(A) ' 1 the angles of all bivectors are nearly equal. In the case
of conditionality assessment of the linear system of equations Ax = 0, the angles βij , formed by
the angels αij have to be taken into account, see Fig.1. The results presented in Tab.2 re�ects
the improvement of the Hilbert matrix by proposed approach using the diagonal matrices P and
S used as the multipliers.

Table 2: Conditionality of modi�ed the Hilbert matrix: Experimental results (*with Octave warnings).

N 3 4 5 6 7
κrat(Horig) 0.54464 0.39282 0.31451 0.26573 0.23195
κrat(Hnew) 0.98348 0.97740 0.98173 0.96283 0.87961

N 8 9 10 20
κrat(Horig) 0.20694 0.18755 0.17199 · · · 0.09917*
κrat(Hnew) 0.92500 0.96435 0.96322 · · · 0.74701*

3 Conclusion

The advantage of the angular criterion is that it is common for the conditionality evaluation of
the matrix and of the linear system of equations. It should be noted, that this conditionality
assessment method gives di�erent values of conditionality of those two di�erent cases, as in the
�rst case only the matrix is evaluated, while in the second one the value of the b in the Ax = b
is taken into account.

Acknowledgement: The author would like to thank their colleagues and students at the Uni-
versity of West Bohemia, Plzen, for their discussions and suggestions and implementations.
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An abstract inf-sup problem with bilinear Lagrangian

and convex constraints and its applications

S. Sysala

Institute of Geonics of the Czech Academy of Sciences, Ostrava

This contribution is concerned with analysis of the abstract duality problem

λ∗ := sup
x∈P

inf
y∈Y
L(y)=1

a(x, y)
?
= inf

y∈Y
L(y)=1

sup
x∈P

a(x, y) =: ζ∗, (1)

where P ⊂ X is a closed, convex set with 0 ∈ P , X,Y are Banach spaces, L is a non-trivial
continuous linear functional in Y , and a : X × Y → R is a bilinear form continuous with respect
to both arguments. Henceforth the problem in the right hand side of (1) is called primal, while
the one in the left hand side is called dual. It is easy to check that 0 ≤ λ∗ ≤ ζ∗ ≤ +∞. In
general, necessary and su�cient conditions for λ∗ = ζ∗ are unknown.

In classical perfect plasticity, (1) represents the limit analysis problem enabling to determine the
critical (limit) load and related failure zones. It is used in geotechnical stability assessment and
in other applications. In [1], the limit analysis problem has been analyzed by using the so-called
inf-sup condition on convex cones which generalizes the well-known Babu²ka-Brezzi condition. If
such a condition holds then one can, for example, prove the equality λ∗ = ζ∗ or �nd a computable
majorant of ζ∗.

Recently in [2], it was shown that the problem (1) can also be used in strain-gradient plasticity
for �nding the elastic threshold or plastically admissible stresses. Limit analysis for the strain-
gradient plasticity can be de�ned by (1), too, see [3].

The fact that (1) has more applications motivates us to study this abstract problem in more
details and extend our results from [1, 2] to the abstract setting for other eventual applications.
The abstract form is also more convenient for readers which are not too familiar with the theory of
plasticity. Beside the mentioned inf-sup condition on convex cones and the computable majorant,
a regularization method convenient for numerical solution of (1) is also presented and analyzed.
The analysis of (1) can be found in [3], in more details.
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Finite element phase-�eld model for multivariant

martensitic transformation at �nite-strain

K.T·ma 1, M.Rezaee-Hajidehi 2, J. Hron 1, P.E. Farrell 3, S. Stupkiewicz 2

1 Charles University, Faculty of Mathematics and Physics, Prague
2 Institute of Fundamental Technological Research of the Polish Academy of Sciences, Warsaw

3University of Oxford, Mathematical Institute

Reversible martensitic phase transformation is the mechanism for two important properties in
shape memory alloys, namely shape memory e�ect and pseudoelasticity. We study CuAlNi in
which austenite transforms to six variants of martensite within a cubic to orthorhombic trans-
formation and creates an interesting �ne microstructure.

Our previously developed �nite strain phase-�eld model for martensitic transformation [1, 2] was
enhanced such that is capable of capturing all six variants of martensite in CuAlNi described
above. A 2D version of the model has been used to study the martensitic transformation in 2D
nano-indentation problems [3]. The model admits an arbitrary crystallography of transformation
and arbitrary elastic anisotropy of all phases. It incorporates Hencky-type elasticity that is
implemented using the Padé approximants [5], a penalty-regularized double-obstacle potential
[4], and viscous dissipation.

Figure 1: Fine microstructure of CuAlNi shape memory alloy, that appears during the nano-
indentation, illustrates the saw-tooth and twinning morphologies.

The �nite-element discretization of the model is performed in Firedrake and relies on the PETSc
solver library. The large systems of linear equations arising are e�ciently solved using GMRES
and a geometric multigrid preconditioner with a carefully chosen relaxation. The modeling
capabilities are illustrated through a 3D simulation of the microstructure evolution during nano-
indentation, with all six orthorhombic martensite variants taken into account. To capture the
�ne miscrostructure it is needed to solve a very large problem, see Figure 1.
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Robustness and a good parallel scaling performance have been demonstrated, with the problem
size reaching 150 million degrees of freedom. All �nite-element simulations were carried out on
the high-performance clusters operated by the IT4Innovations National Supercomputing Center
in Ostrava, Czech Republic, namely, the Barbora cluster (BullSequana XH2000) consisting of
200 computing nodes, where each node possesses two 18-core Intel Xeon Gold 6240 processors
(2.60 GHz, 192 GB RAM) with In�niBand HDR, connected in a fat tree topology, running Red
Hat Enterprise Linux Server release 7.
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Grant No. 2018/29/B/ST8/00729. P.E.F. has been supported by EPSRC grants EP/R029423/1
and EP/V001493/1. This work was supported by the Ministry of Education, Youth and Sports
of the Czech Republic from the Large Infrastructures for Research, Experimental Development
and Innovations project "IT4Innovations National Supercomputing Center (LM2015070)".
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Stabilized IgA-based method for RANS equations

and k−ω turbulence model

E.Turnerová, K. Slabá, M.Brandner

University of West Bohemia, Pilsen

1 Introduction

The contribution is focused on application of isogeometric analysis (IgA) to incompressible tur-
bulent �ow problems solving RANS (Reynolds-Averaged Navier-Stokes) equations closed with
k−ω turbulence model. Since IgA is continuous Galerkin-based method, the numerical solution
of convection dominated problems (containing sharp layers where the solution gradients are very
large) is usually polluted by spurious (unphysical) oscillations, which cause loss of accuracy and
stability. The stabilization techniques, which improve the stability, however, without degrading
accuracy are investigated.

2 Reynolds�Averaged Navier�Stokes equations

The initial boundary value Navier�Stokes problem is given as a system of d+1 equations together
with initial and mixed boundary conditions as follows

∂u

∂t
+ u · ∇u = f −∇p+∇ ·

[
ν(∇u +∇uT )

]
in Ω× (0, t̄),

∇ · u = 0 in Ω× (0, t̄),

u(x, 0) = u0(x) in Ω, (1)

u = g in ∂ΩD × [0, t̄],

ν(∇u +∇uT ) · n− np = 0 in ∂ΩN × [0, t̄],

where u is the velocity, p is the pressure, ν is the given kinematic viscosity of the �uid and g and
u0(x) are given functions. In the case of �ow with dominant convection, we use the Reynolds
decomposition of velocity and pressure and substitute this decomposition into the Navier-Stokes
equations (1). The turbulent �ow is considered to be the sum of the mean Ū = [ū, p̄]T and
�uctuating U′ = [u′, p′]T components. It yields

∂ū

∂t
+ ū · ∇ū = −∇p̄+∇ ·

[
ν(∇ū +∇ūT )

]
− u′ · ∇u′,

∇ · ū = 0. (2)

Applying the Boussinesq hypothesis to the equations (2), the Reynolds�Averaged Navier�Stokes
problem is written

∂ū

∂t
+ ū · ∇ū = −∇p̄+∇ ·

[
(ν + νT )(∇ū +∇ūT )

]
in Ω× (0, t̄),

∇ · ū = 0 in Ω× (0, t̄),

ū(x, 0) = ū0(x) in Ω, (3)

ū = g in ∂ΩD × [0, t̄],

(ν + νT )(∇ū +∇ūT ) · n− np̄ = 0 in ∂ΩN × [0, t̄],
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where νT is eddy (turbulent) viscosity introduced below. The Boussinesq approach provides
simpli�cation which allows the simulation of the e�ects of the turbulence on the mean �ow with
relatively low memory requirements.

In essentially all practical formulations of the RANS equations, the time derivative term is
included, despite the fact that ū is independent of time. This formulation is only auxiliary. The
solution of the RANS equations is understood as stationary in our case.

3 SST k − ω turbulence model

The SST (shear stress transport) k−ω turbulence model is used for the numerical computations
in this work and is written as (cf. e.g. [3])

∂k

∂t
+ ū · ∇k = Pk +∇ · [(σkνT + ν)∇k]− β∗kω in Ω× (0, t̄),

∂ω

∂t
+ ū · ∇ω = αS2 +∇ · [(σωνT + ν)∇ω]− βω2 + 2 (1− F1)σω2

1

ω
∇k · ∇ω in Ω× (0, t̄),

k(x, 0) = k0(x), ω(x, 0) = ω0(x) in Ω, (4)

k = gk, ω = gω in ∂ΩD × [0, t̄],

∇k · n = 0, ∇ω · n = 0 in ∂ΩN × [0, t̄],

where k is the turbulence kinetic energy, ω is the speci�c dissipation rate, S is the strain rate
tensor,

F1 = tanh

[min

[
max

( √
k

β∗ωy
,
500ν

y2ω

)
,

4σω2k

CDkωy2

]]4
,

CDkω = max

(
2ρσω2

1

ω
∇k · ∇ω, 10−10

)
, Pk = min (νT f, 10β∗kω),

β∗ = 9
100 , σω2 = 0.856. The values of the remaining parameters σk, σω, α and β are dependent

on the wall distance y. Let φ1 and φ2 be two given parameters. Then de�ne a parameter φ,
whose value depends on the wall distance y, such that it varies between the given parameters
φ1, φ2 as

φ = φ1F1 + φ2 (1− F1) . (5)

This relation is applied to calculate appropriate values of the parameters σk, σω, α and β using

σk1 = 0.85, σk2 = 1, σω1 = 0.5, σω2 = 0.856,
α1 = 5

9 , α2 = 0.44, β1 = 3
40 , β2 = 0.0828,

(6)

where the parameter σω2 is already given above. Since the two-equation model switches according
to the wall distance y, the eddy viscosity also has to be dependent on the wall distance. The
form of the eddy viscosity is given by

νT = k
max (ω,SF2) , (7)

where

F2 = tanh

([
max

(
2
√
k

β∗ωy ,
500ν
y2ω

)]2
)
. (8)

The SST turbulence model belongs to the group of LRN models. Thus, it is not necessary to use
wall functions. This means that we apply damping functions for certain terms in the equations
of the turbulence model.
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4 Isogeometric analysis

Our numerical approach is based on the Galerkin method. We therefore start from a weak
formulation of the system of partial di�erential equations (3) and (4). The function spaces
taken in this formulation are approximated by �nite-dimensional subspaces, which will be used
to approximate the solution of the problem. Isogeometric analysis (IgA) shares a lot of features
with the �nite element method (FEM) and it is even usually understood as a modi�cation of
FEM such that other basis functions are chosen in the Galerkin approximation. In contrast to
FEM, IgA is closely related to the description of geometry and takes inspiration from Computer
Aided Design (CAD), which allows exact geometry representation. Indeed, the computational
domain with a boundary represented as B-spline/NURBS objects can be exactly discretized and
then the isoparametric approach is applied, meaning the solution spaces of the velocity and
pressure approximation are generated by the same basis functions which represent the geometry.
This is the main advantage of IgA, which cannot be achieved by a FEM polynomial description
of the boundaries. More details about the B-spline basis can be found in [1].

5 Stabilization techniques for IgA

The turbulence model consists of a system of two convection-di�usion-reaction equations. The
Navier-Stokes equations contain a convection term, which plays a crucial role in the case of
large Reynolds numbers. It follows that in many cases it is necessary to stabilize the numerical
scheme so that it is not polluted by arti�cial oscillations. We focus on CSD (Classical Streamline
Di�usion), SUPG, isotropic arti�cial di�usion methods and crosswind methods. We are also
proposing a new consistent stabilization technique called tanh-CSD. A description of a number
of stabilization techniques can be found in [2].

6 Numerical experiment

As part of the contribution, we will present the simulation of the �uid �ow in the blade cascade.
The geometry in Figure 1 (left) is the B-spline representation of the computational domain used
in the experiments. It consists of three conforming patches with B-spline basis of the degree
q = 3. The middle (red) patch displayed in Figure 1 (left) represents the part of the domain
between two neighboring blade pro�les. The blade pro�le in Figure 1 is a chosen unfolded
cylindrical slice of the runner blade of the Kaplan turbine.

The discrete RANS problem is solved decoupled from the discrete turbulence model. In the �rst
time step, the linearized RANS problem is solved until the iterations of the numerical solution
of ū and p̄ converge (or until the maximum number of the iterative process is achieved). Then,
we continue solving the discrete turbulence model such that the computed velocity and pressure
solutions are used for the evaluation of the turbulence model terms. This sequence is repeated
for each time step. To achieve a stable iteration process, we �rst use a suitable SOLD technique
for stabilization of the RANS equations and/or SOLD method for the turbulence model. The
numerical simulation is stopped at a suitable time and the obtained result is used as the ini-
tial condition for the subsequent computation of the RANS problem such that any stabilization
is used neither for RANS equations nor for turbulence model. We indicate this approach by
`init.stab.'. Another stable simulation is achieved such that any stabilization technique is ap-
plied for the RANS equations from the beginning of the computation, only turbulence model is

83



Figure 1: B-spline geometry representation of the blade cascade and the computational mesh
with 74879 DOFs (left). Pressure coe�cient in t = 2s (right).

stabilized using tanh-CSD method. This approach is indicated by `tanh-CSD'. We compare our
solutions with OpenFOAM result (free, open source CFD software) in Figure 1 (right), where
the pressure coe�cient is shown in t = 2s. Evidently, our both approaches give almost identical
numerical solution.
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Numerical solution of macroscopic tra�c �ow models

on networks using numerical �uxes at junctions

L.Vacek, V.Ku£era

Charles University, Faculty of Mathematics and Physics, Prague

1 Introduction

Modelling of tra�c �ows will have an important role in the future. With a rising number of
cars on the roads, we must optimize the tra�c situation. That is the reason we started to study
tra�c �ows. It is important to have working models which can help us to improve tra�c �ow.
We can model real tra�c situations and optimize e.g. the timing of tra�c lights or local changes
in the speed limit. The bene�ts of modelling and optimization of tra�c �ows are both ecological
and economical.

Let us have a road and an arbitrary number of cars. We would like to model the movement of
cars on our road. There are two main ways how to describe tra�c �ow. The �rst way is the
microscopic model. Microscopic models describe every car and we can specify the behaviour of
every driver and type of car. The basic microscopic models are described by ordinary di�erential
equations. The second approach is the macroscopic model. In that case, we view our tra�c
situation as a continuum and study the density of cars in every point of the road. This model is
described by partial di�erential equations.

2 Macroscopic tra�c �ow models

Our work [1] describes the numerical solution of tra�c �ows on networks. We solve especially
the macroscopic models. Using these models, it is possible to make simulations on big networks
with a large number of cars. These models are described by partial di�erential equations in the
form of conservation laws:

∂

∂t
ρ (x, t) +

∂

∂x
Q (x, t) = 0, (1)

where ρ (x, t) and Q (x, t) are the unknown tra�c density and tra�c �ow at position x and
time t, respectively. Equation (1) must be supplemented by the initial condition ρ(x, 0) = ρ0(x)
and Q(x, 0) = Q0(x) and an in�ow boundary condition. We have only one equation (1) for
two unknowns. Thus, we use the Lighthill�Whitham�Richards model (abbreviated LWR) where
Q (x, t) is taken as the equilibrium �ow Qe(ρ(x, t)), cf. [1].

Following [2], we consider a complex network represented by a directed graph. The graph is a
�nite collection of directed edges, connected together at vertices. Each vertex has a �nite set
of incoming and outgoing edges. On each road (edge) we consider the LWR model, while at
junctions (vertices) we consider a Riemann solver.

3 Discontinuous Galerkin method

Due to the character of equation (1), we can expect discontinuity of the tra�c density ρ (x, t).
Therefore, for the numerical solution of our models, we choose the discontinuous Galerkin (ab-
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breviated DG) method, which is essentially a combination of �nite volume and �nite element
techniques, cf. [3].

Consider an interval Ω = (a, b). Let Th be a partition of Ω into a �nite number of intervals
(elements). We denote the set of all boundary points of all elements by Fh. We seek the
numerical solution in the space of discontinuous piecewise polynomial functions Sh = {v; v|K ∈
P p(K), ∀K ∈ Th}, where P p(K) denotes the space of all polynomials on K of degree at most
p ∈ N. For a function v ∈ Sh we denote the jump in the point s as [v]s = v(L)(s)−v(R)(s), where
we use the notation of spatial limits v(L)(s) := limx→s− v(x) and v(R)(s) := limx→s+ v(x).

The DG formulation of equation (1) then reads: Find ρh : [0, T ]→ Sh such that∫
Ω

(ρh)tϕdx−
∑
K∈Th

∫
K
Qe(ρh)ϕx dx+

∑
s∈Fh

H(ρ
(L)
h , ρ

(R)
h ) [ϕ]s =

∫
Ω
gϕdx,

for all ϕ ∈ Sh. In the boundary terms on Fh we use the approximation Qe(ρh) ≈ H(ρ
(L)
h , ρ

(R)
h ),

where H is a numerical �ux. We use the Godunov �ux, cf. [4]:

H(u
(L)
h , u

(R)
h ) =

min
u
(L)
h ≤u≤u

(R)
h

f(u), if u(L)
h < u

(R)
h ,

max
u
(R)
h ≤u≤u

(L)
h

f(u), if u(L)
h ≥ u(R)

h .
(2)

4 Implementation

For time discretization of the DG method we use the forward Euler method. As a basis for
Sh, we use Legendre polynomials. We use Gauss�Legendre quadrature to evaluate integrals over
elements. The implementation is in the C++ language.

Because we calculate physical quantities (density and velocity), the result must be in some
interval, e.g. ρ ∈ [0, ρmax]. Thus, we use limiters in each time step to obtain the solution in the
admissible interval. Here it is important not to change the total number of cars. Following [4],
we also apply limiting to treat spurious oscillations near discontinuities and sharp gradients in
the numerical solution.

All the above was performed on networks. Thus, we had to deal with the problem of boundary
conditions at the junctions. In [1] we introduce our own approach to boundary conditions at
junctions, which uses special numerical �ux choices. This approach is new and the behavior
of the resulting model can be interpreted as the introduction of turning lanes in front of the
junction. This is a di�erent approach to the models in [2] and [5], which correspond to single-
lane roads where overtaking is prohibited. Moreover, the presented construction of the tra�c
�ux at junctions allows the simulation of arbitrary tra�c light combinations instead of only full
red/green lights as in [2] and [5].

We prove several important properties of our proposed numerical scheme, such as a discrete ana-
logue to the Rankine�Hugoniot conditions for the numerical �uxes at the junction, conservation
property of the DG scheme and tra�c distribution error, cf. [1, Lemma 2, Theorems 1 and 2].

5 Numerical results

In this section we demonstrate how our program computes tra�c on networks. We de�ne the
simple network from Fig. 1. This network is closed. We have three roads and two junctions. The
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Figure 1: Test network with Road 1, Road 2 and Road 3.

length of all roads is 1. At the �rst junction we have one incoming and two outgoing roads. At
the second junction we have the opposite situation. We use a di�erent distribution of cars at
the �rst junction: 3

4 go from the �rst road to the second and 1
4 from the �rst road to the third.

The initial condition is shown in Figure 2a. We use LWR (speci�cally the Greenshields model,
see [1]) on all roads.
We compare our approach with that of [5] which uses the maximum possible �ux. In both
approaches we use the Godunov �ux (2), the forward Euler method with the step size τ = 10−4

and the number of elements is N = 150 on each road. A right of way parameter q must be
prescribed for the junction with two incoming roads in the case of the maximum possible �ux,
cf. [2, Section 5.2.2]. We use q = 0.5, so the roads are equal. In our approach, we do not have
a de�ned right of way (in the sense of yielding rules at main or side roads), so the roads are
equal as well. We can see the comparison in Figure 2. Our approach is in the top row while
the approach using the maximum possible �ux is in the bottom row. We point out the di�erent
behavior in both junctions.

First, we notice the �rst junction with one incoming and two outgoing roads, i.e. x = 1 in the
�gures. The approach using the maximum possible �ux through the junction is zero up to time
t = 0.5 because one of the outgoing roads (Road 3) reaches the maximal tra�c density, hence
the �ux is zero (tra�c jam) cf. Figure 2b. Our approach has nonzero tra�c �ow through this
junction for t ∈ [0, 0.5] because the numerical �ux is nonzero between Road 1 and Road 2 allowing
�ows between these two roads. For times t > 0.5, the maximal tra�c density is not attained on
Road 3 and the tra�c �ow is nonzero through the junction in both cases, cf. Figure 2c. If we
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Figure 2: Comparison of network with Road 1, Road 2 and Road 3. Top column � Our approach
using numerical �ux. Bottom column � Approach using maximum possible �ux.
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compare both approaches, we see completely di�erent results on Roads 1 and 2 while the results
on Road 3 are almost identical.

Now we focus on the second junction with two incoming and one outgoing road, i.e. x = 0 which
is identi�ed with x = 2 in the �gures, due to periodicity. At �rst glance, there is no di�erence
between the two approaches. Let's compare ρ(R)

1 (0, 1), i.e. the limit from the right of tra�c
density on the outgoing Road 1 at x = 0 and t = 1. Our approach gives us ρ(R)

1 (0, 1) ≈ 0.4

while the approach using the maximum possible �ux gives us ρ(R)
1 (0, 1) ≈ 0.5, which is the

maximal tra�c �ow. The reason for this di�erence is that we do not have a de�ned right of
way in our approach. Road 2 and Road 3 push too many cars into the junction congesting it
slightly. The approach using the maximum possible �ux takes into account the whole situation
and selects the best solution for both roads. From a real point of view, this approach could be
viewed as simulating the behavior of communicating autonomous vehicles which optimize the
tra�c situation globally, while our approach could be interpreted as simulating the behavior of
human drivers without the right of way.

6 Conclusion

We have presented an overview of our paper [1] and demonstrated the numerical solution of
macroscopic tra�c �ow models on network using the discontinuous Galerkin method. On in-
dividual roads, we use the Godunov numerical �ux, while on junctions, we construct a new
numerical �ux based on the preferences of drivers. We compare our approach with the paper
[5] by �ani¢, Piccoli, Qiu and Ren, where Runge-Kutta methods are used along with a di�erent
choice of numerical �uxes at junctions. We discuss the di�erences between the two approaches,
where that of [5] corresponds to single-lane roads with a strict enforcement of a priori tra�c
distribution, while the presented approach corresponds to having dedicated turning-lanes and/or
�exibility of the drivers' preferences in extreme situations such as congestions. In future work,
we would like to implement right of way rules (with regard to main and side roads) into the
numerical �ux.
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Multilevel methods with inexact solver on the coarsest level

P.Vacek, Z. Strako²

Charles University, Faculty of Mathematics and Physics, Prague

The analysis of the convergence behavior of the multilevel methods is in the literature typically
carried out under the assumption that the problem on the coarsest level is solved exactly. This
assumption is, however, not satis�ed in practical computation either due to the use of an iterative
solver on the coarsest level, or due to the �nite precision arithmetic, or both. In this talk we
present an abstract description of the multilevel methods which allows inexact solve on the
coarsest level and discuss its convergence behavior. In particular, we show that even under these
weaker assumptions it is still possible to derive a bound on the rate of convergence, which is
independent of the number of levels. Further, we consider application of the multilevel methods
to the elliptic partial di�erential equations and their �nite element discretization. We discuss
both exact and inexact solvers on the coarsest level. We show that the convergence behavior of
the multilevel method with inexact solver on the coarsest level may depend on the mesh size of
the initial triangulation.
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Numerical approximation between �uid �ow

and a vibrating airfoil

O.Winter, P. Svá£ek

Czech Technical University, Faculty of Mechanical Engineering, Prague

1 Introduction

The usage of the �nite volume (FV) and the �nite element (FE) methods is common approach in
the technical practice for the numerical simulations of the �uid �ow problems. Both FV and FE
methods were used to solve multi physical problems such as �uid-structure interaction, see e.g.
[4, 6]. Another option being the discontinuous Galerkin (DG) method which uses ideas of both the
FV and the FE methods. The DG method is based on piecewise polynomials but discontinuous
approximations, which provides robust numerical processes and high-order accurate solutions.
For an overview of DGM see e.g. [1] and references inside. This work presents the numerical
solutions of a selected cases of the inviscid gas dynamics approximated with aid of high order
discontinuous Galerkin method.

2 Mathematical Model

Mathematical model consists of formulation of the initial-boundary value problem describing the
interaction of the �uid �ow with an oscillating airfoil. The formulation consists of the Eulerâ¿�s
equations and formulae prescribing a motion of an airfoil. In order to enable the computations
on the moving domain, the arbitrary Lagrangian-Eulerian (ALE) formulation of the governing
equations is given.

Let us denote the computational domain Ωt ⊂ R2 occupied by the �uid at time instant t, see
Figure 1. The boundary of Ωt is decomposed into distinct parts ∂Ωt = ΓI ∪ ΓO ∪ ΓW ∪ ΓWt,
where ΓI is the inlet part, ΓO is the outlet part, ΓW is the static wall, and ΓWt is the moving
wall, of the boundary ∂Ωt. The inviscid gas dynamics in computational domain Ωt, described

ΓI

ΓW

ΓW

ΓO

Ω0

x2

x1

ΓWt ΓOΓI

Ωt

x2

x1

c

Figure 1: Sketch of the computational domains for the two considered cases, i.e., Ringleb case
and �uid �ow around the NACA 0012 pro�le.

by the Euler's equations, i.e., a set of three coupled nonlinear conservation laws, see [1], in the
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ALE conservative form written in vector form reads

1

J

DA(qJ)

Dt
+
∂FA

∂x1
+
∂GA

∂x2
= 0, (1)

where q = [%, %v1, %v2, %e]
T is the state vector composed of the conserved variables, i.e., the

density %, the momentum %v, and the total energy %e and

FA(q,w) =


%(v1 − w1)

%v1(v1 − w1) + p
%v2(v1 − w1)

%e(v1 − w1) + pv1

 , GA(q,w) =


%(v2 − w2)
%v1(v2 − w2)

%v2(v2 − w2) + p
%e(v2 − w2) + pv2

 . (2)

are two nonlinear �uxes. The symbols v, and p denote the velocity vector with components
v1, v2, and the pressure. The symbol DA/Dt in equation (1) denotes so-called ALE derivative
de�ned as

DAf

Dt
=
∂f

∂t
+ grad(f) ·w. (3)

and w = (w1, w2) is the domain velocity.

The system needs to be closed by a constitutive equation. The �uid is assumed to be ideal gas,
i.e, the internal energy ε and the pressure are related through the equation of the state for the
ideal gas. The total energy of the gas is the sum of the internal energy and kinetic energy, i.e.,
e = ε + vkvk

2 where for the ideal gas the internal energy is ε = cvϑ. Here cv is the speci�c
heat at constant volume and ϑ is the thermodynamic temperature. The equation of the state
is p = (γ − 1)%ε, where γ is the adiabatic index. The local speed of sound is then de�ned as
c =

√
γp/%.

The system (1) is hyperbolic, it is equipped with the initial condition q(x, 0) = q0(x), x ∈ Ω0,
and boundary conditions chosen in such a way that problem (1) is well-posed (see, e.g. [2]).
Inlet ΓI and outlet ΓO boundary conditions are determined according to a regime of �ow, i.e.,
subsonic/supersonic (see, e.g. [2]). We assume three types of boundary conditions:

1. Subsonic inlet: the direction of the velocity (given by the inlet angle), the value of the
stagnation density %0 and the stagnation pressure p0 are prescribed.

Necessary quantities for evaluation of the speed of sound c and velocity magnitude |v|
are extrapolated. Using |v| and c the static pressure pI and static density %I and other
variables are computed using the relation between the stagnation and the static quantities,
i.e.

p0 = pI

(
1 +

γ − 1

2

|v|2
c2

) γ
γ−1

and %0 = %I

(
1 +

γ − 1

2

|v|2
c2

) 1
γ−1

. (4)

2. Subsonic outlet: the conservative variable %e is prescribed using constitutive equation
through given pressure pO. Other quantities are extrapolated.

3. Solid wall: re�ective boundary condition for all quantities, see [3].

3 Numerical Method

We de�ne a partition Th (triangulation) of the closure of the computational domain Ωt into a
�nite number of closed simplexes (cells) Dk, k ∈Mh, with mutually disjoint interiors, whereMh
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is an index set, such that Ω̄ =
⋃
k∈Mh

Dk. The solution q(x, t) is approximated by qh(x, t) ∈
Vh(Ω, Th), Vh(Ω, Th) = {q ∈ L2(Ω); q|Dk ∈ PN (Dk), ∀Dk ∈ Th}, where PN (Dk) is the space of
all polynomials of degree ≤ N on Dk. The volume and surface integrals are realized via Gauss
quadrature formulas with special treatment of the curved elements forming the boundary, see
e.g. [3]. The time integration is done with aid of the second order strong stability preserving
Runge-Kutta scheme.

4 Numerical Results

4.1 Ringleb's Flow

This case considers transonic Ringleb's �ow. Ringleb's �ow is an exact solution to the Euler's
equations for γ = 1.4 obtained by Ringleb in 1940. The subsonic inlet is assumed: the stagnation
pressure p0 = 100000, the stagnation density %0 = 1.1684, and the inlet angle αI = αI(x), x ∈ ΓI,
obtained from exact solution and outlet is assumed to be subsonic: the pressure pO = p(x), x ∈
Γ0, obtained from the exact solution. Figure 2 shows the contours of density for di�erent order of
polynomials N = 1, 2, 10. One can see tremendous improvement between the numerical solution
for N = 1 and the numerical solution for N = 2 and for N = 10 the numerical solution is very
close to the exact solution.

Figure 2: Details of contours of density for di�erent order of polynomials. Black lines indicate
exact solution and the white lines indicate the numerical solution. (Left) N = 1, (Middle) N = 2,
(Right) N = 10.

4.2 Flow around Vibrating NACA 0012 Pro�le

This subsection presents the results of the computation of the �ow past the oscillating NACA
0012 pro�le. The following notations is used. The length of the cord is denoted by c and the
frequency of the oscillation by f . The motion of the airfoil is prescribed by the harmonic motion,
i.e., α(t) = α0 + ∆α sin(2πft). The pressure coe�cient cp = p−p∞

0.5U2
∞
, index ∞ denotes the inlet

average, is decomposed according to cp = cpmean + c′p sin(2πft) + c′′p cos(2πft), where cp,mean is
the time-mean values of the cp, c′p is the real part of the cp and c

′′
p is the imaginary part of the

cp. The series of calculations was setup as follows. The initial angle of attack α0 = 0 deg, the
oscillation amplitude ∆α = 1 deg and the frequency of the oscillation f = 30Hz, position of
the elastic axis xEA = 0.25c measured from the leading edge. The free-stream March number
Ma = 0.4, and c = 0.3m. Figure 3 shows mean value and real part of the pressure coe�cient
for di�erent orders of polynomials N , respectively. One can see that lower orders of polynomials
do not capture the �ow su�ciently for given grid resolution and in case of N = 5 the numerical
solution is very close to the experimental data presented in [5].

92



0 0.5 1

0

0.2

0.4

x/c

c p
,m

e
a
n

Triebstein

N = 1

N = 2

N = 5

0 0.5 1

−15

−10

−5

0

x/c

c′ p

Triebstein

N = 1

N = 2

N = 5

Figure 3: Mean value of the pressure coe�cient cp,mean (Left) and real part of the pressure
coe�cient c′p (Right).

5 Conclusion

In this contribution the in-house implementation of the high order discontinuous Galerkin method
is used to compute �uid �ow problems. Obtained results correspond very well both with theo-
retical and experimental data.
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Basic illustration
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Fredholm integral equation
Given the continuous smooth kernel K (s, t) and the (measured)
data g(s), the aim is to find the (source) function f (t) such that

g(s) =

∫

I

K (s, t)f (t)dt + e(s).

Fredholm integral has smoothing property, i.e. high frequency
components in g are dampened compared to f .

1D example: Barcode reading

sharp barcode f(t) Gaussian blur measured data g(s)
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Example: Fredholm integral equation - discretization

1D example: Barcode reading

sharp barcode f(t) Gaussian blur measured data g(s)

g(s) =

∫

I

K (s, t)f (t)dt + e(s).

Using numerical quadrature formulas, we get a linearized model

b = Ax + e, with A ∈ R
N×M , b, e ∈ R

N , x ∈ R
M ,

where A has the smoothing property.
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2D Example: image deblurring problem

X B

convolution

The data B ∈ R
m×n are naturally discrete. Using the vectorization

x = vec(X ), b = vec(B), we obtain a deconvolution problem

b = Ax + e, with A ∈ R
N×N , N = mn.

The model matrix is typically large, sparse and structured.
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Naive solution

If A is square nonsingular, a naive approach is to solve directly

Axnaive = b.

2D Example: image deblurring

X B

convolution

naive solution

deconvolution

8/64

Inverse problems Regularization by projection Propagation of noise Analysis of residuals Hybrid methods Conclusion

3D Example: Electron microscopy

PSFω ∗ (Pωf + esω) + ebω = gω

• f : Unknown function representing the particle

• ω: Projection angle.

• PSFω: Point Spread Function.

• Pω: X-Ray transform: Pωf (s) :=
∫

∞

−∞
f (t · ω + s)dt, s ∈ ω⊥.

• es
ω
, eb

ω
: Structure and background noise functions.

• gω: Measured data.

• ∗: Convolution operator.
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Discrete model (one projection)

PSFω ∗ (Pωf + esω) + ebω =gω Continuous model

Cω

(
P̄ω f̄ + ēsω

)
+ ēbω =ḡω Discrete model

Figure: 3D grid discretization with unknown voxel values.
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Linear model
Consider a linear ill-posed problem

b = Ax + e,

where the noise vector e

• is an unknown perturbation (rounding errors, errors of
measurement, noise with physical sources, etc.),

• with the unknown noise level

δnoise ≡ ‖ e ‖/‖ b ‖ << 1

Properties of the problem:

• A dampens high frequencies (smoothing property),

• exact right-hand side is smooth, but noise is not,

• small changes in b cause large changes in the solution.
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Naive solution - noise amplification

b = Ax + e, where ‖Ax‖ ≫ ‖e‖ BUT

A−1b = x + A−1e, where ‖x‖ ≪ ‖A−1e‖

1D Example: shaw(400), δnoise ≈ 1e − 4, white noise

0

1

2

3

4

noisy b

0

1

2

3

4

exact Ax

−1

−0.5

0

0.5

1x 10
−3

noise e

−4

−2

0

2

4x 10
15

A−1b

0

0.5

1

1.5

2

2.5

exact x

−4

−2

0

2

4x 10
15

A−1e
12/64



Inverse problems Regularization by projection Propagation of noise Analysis of residuals Hybrid methods Conclusion

Naive solution - noise amplification

Singular value decomposition (SVD): R = rank(A)

A = UΣV T =
R∑

j=1

uTj σjvj ,

Σ = diag{σ1, . . . , σR , 0, . . . , 0},

where U = [u1, . . . , uN ] and V = [v1, . . . , vM ] are unitary matrices.
Then

xnaive ≡ A†b =
∑R

j=1

uTj b
exact

σj
vj

︸ ︷︷ ︸

xexact

+
∑R

j=1

uTj e

σj
vj

︸ ︷︷ ︸

noise component

.
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Discrete Picard condition (DPC)

• singular values of A decay quickly without a noticeable gap;

• singular vectors ui , vj of A represent increasing frequencies;

• for the exact right-hand side, |(bexact, uj)| decay faster than
the singular values σj of A (DPC)
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Noise amplification

White noise: |(e, uj)|, j = 1, . . . ,N do not exhibit any trend
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xnaive ≡ A†b =
∑R

j=1

uTj b
exact

σj
vj

︸ ︷︷ ︸

xexact

+
∑R

j=1

uTj e

σj
vj

︸ ︷︷ ︸

amplified noise

Components corresponding to small σj ’s are dominated by eHF .
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2D imaging problem

For a blurred image B

xnaive =
∑R

j=1

uTj vec(B)

σj
︸ ︷︷ ︸

scalar

vj , X = mtx(x),

is a linear combination of right singular vectors vj .

It can be further rewritten as

X naive =
∑R

j=1

uTj vec(B)

σj
Vj , Vj = mtx(vj) ∈ R

m×n

using singular images Vj (the reshaped right singular vectors).
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2D imaging problem: Singular images

Singular images Vj ∈ R
m×n for 2D image deblurring model

(Gaußian blur, zero BC, artificial colors).
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Filtered solution

Unwanted components can be suppressed by

xfiltered =
∑R

j=1
φj

uTj b

σj
vj , xfiltered = VΦΣ−1UTb,

where Φ = diag(φ1, . . . , φN). In image deblurring problem

X filtered =
∑R

j=1
φj

uTj vec(B)

σj
Vj .

The filter factors are given by some filter function

φj = φ(j ,A, b, . . .).
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Classical regularization approaches

Spectral filtering (e.g., truncated SVD, Tikhonov): suitable
for solving small ill-posed problems.

Projection on smooth subspaces: suitable for solving large
ill-posed problems. The dimension of projection space represents a
regularization parameter.

Hybrid techniques: combination of outer iterative regularization
with a spectral filtering of the projected small problem.

... etc.
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Large scale problems

• Direct filtering of SVD is too costly.

• The method should avoid work with full A.

• The method should take advantage of data properties
(sparsity, structure, ...).

• The approximation must be dominated by low frequencies,
high frequencies must be dumped.

We try to look for an approximation in some low dimensional
subspace Wk dominated by low frequencies.
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Projection methods

Consider a subspace

Wk = span(w1, . . . ,wk) ⊂ R
N , Wk = [w1, . . . ,wk ] ∈ R

N×k ,

such that W T
k Wk = Ik and wj are dominated by low frequencies.

Then we solve the projected problem

minx∈Wk
‖b − Ax‖ ⇔ miny∈Rk ‖b − (AWk)y‖

⇔ W T
k (ATA)Wky = W T

k ATb.

The question is, how to choose the basis wj?
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Projection using DCT basis

An example of a suitable basis is the DCT basis

w1 =
√

1
N
(1, 1, . . . , 1)T ,

wj =
√

2
N

(

cos
(
(j−1)π
2N

)

, cos
(
3(j−1)π

2N

)

, . . . cos
(
(2N−1)(j−1)π

2N

))T

,

for j > 1.
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Projection using DCT basis

Example: Solutions computed using the DCT basis w1, . . . ,wk ,
k = 1, . . . , 10

A-priori known properties of the true solution (symmetry,
periodicity, etc.) can be imposed by well-chosen basis.
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Projection using DCT basis

Advantage:

With a fixed set of basis Fourier-type vectors, computations can be
performed efficiently, the basis is not stored.

Disadvantage:

The basis vectors are not always adapted to the particular problem.
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Krylov subspace methods

When A is large/sparse/not given explicitly, approximation by
projection onto a low dimensional Krylov subspace is advantageous.

Kk(C , d) ≡ Span{d , Cd , . . . ,C k−1d}

K1(C , d) ⊆ K2(C , d) ⊆ . . .

For A square: Kk(A, b) ... GMRES, CG, MINRES
~Kk(A, b) ... RRGMRES, MINRES-II

For A general: Kk(A
TA,ATb) ... LSQR, LSMR, CGLS

xk −→ xnaive
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Key role of orthonormal basis

Generating Krylov vectors are smooth. In order to approximate less
smooth features, it is necessary to use orthonormal basis.

Example: Generating vectors and orthonormal basis vectors wi

(computed by Arnoldi process) for K5(A, b)
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Key role of orthonormal basis

Example: Generating vectors and orthonormal basis vectors wi in
frequency basis U (left singular vectors of A)
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Inheritance of DPC

Example: Singular values σi of A and singular values τi of Hk

from the Arnoldi process for k = 2, 5, 8, 5, 50, 80

The projected problem Akyk ≈ bk then subsequently inherits DPC
properties of the original problem.
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Semiconvergence of Krylov subspace methods

With growing k :
• we include HF features to the solution,
• noise e propagates to the projection.

small k = over-smoothed solution large k = noisy solution

X
0
 

X
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X
40

 

Xnaive 

X
100

 

Xexact 
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Semiconvergence of Krylov subspace methods

Example: True errors and residual norms of LSQR approximations
xk for the problem shaw(400) contaminated by white noise e

Number of iterations = regularization parameter
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Stopping criteria

Since b − Axexact = e, a reasonable requirement could be

rk ≡ b − Axk ≈ e.

Stopping criteria: this idea can be used if a priori information is
available, e.g., ‖e‖ in DP, spectral properties of e (white) in NCP.

However, e is often not known.

Understanding noise propagation:

• consider Kk(A
TA,ATb) for a general A,

• study how e propagates to the projections,

• study the relation between e and r1, r2, . . . .
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Outline

1. Inverse problems

2. Regularization by projection

3. Propagation of noise

4. Analysis of residuals

5. Hybrid methods

6. Conclusion
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Golub-Kahan iterative bidiagonalization (GK)

Given w0 = 0, s1 = b / β1, β1 = ‖b‖, for j = 1, 2, . . .

αj wj = AT sj − βj wj−1 , ‖wj‖ = 1 ,

βj+1 sj+1 = Awj − αj sj , ‖sj+1‖ = 1 .

Output:

• Sk = [s1, . . . , sk ] - orthonormal bases of K(AAT , b),

• Wk = [w1, . . . ,wk ] - orthonormal bases of K(ATA,ATb),

• bidiagonal matrices of the normalization coefficients

Lk =








α1

β2 α2

. . .
. . .

βk αk







, Lk+ =

[
Lk

eTk βk+1

]

.
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Regularization based on GK

xk = Wkyk , where the columns of Wk span Kk(A
TA,ATb)

LSQR method: minimize the residual

min
x∈Kk (ATA,ATb)

‖Ax − b‖ = min
y∈Rk

‖Lk+y − β1e1‖

CRAIG method: minimize the error

min
x∈Kk (ATA,ATb)

‖x∗ − x‖ = min
y∈Rk

‖Lky − β1e1‖

LSMR method: minimize AT rk

min
x∈Kk (ATA,ATb)

‖AT (Ax − b)‖ = min
y∈Rk

‖LTk+1Lk+y − β1α1e1‖
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Noise propagation in GK

Recall that we are interested in the relation between

r̃ ≡ b − Ax̃ ←→ e.

Since xk = Wkyk ∈ Kk(A
TA,ATb), then

rk ≡ b − AWkyk = β1s1 − Sk+1Lk+yk = Sk+1pk ∈ Kk(AA
T , b).
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Analyzed in [H., Plešinger, Strakoš - 09], [H., Plešinger, Kub́ınová - 17].
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Exact and noise component in sk

• s1 = b/||b|| = Ax/||b||+ e/||b||

• for k = 2, 3, ...

βk+1sk+1 = Awk − αksk

Thus

sk = (·) + γke
HF , where γk ≡ ϕk−1(0) = (−1)k−1 1

βk

k−1∏

j=1

αj

βj
.

Here (·) is smooth and the amplification factor γk of eHF is the
absolute term of the Lanczos polynomial,

sk+1 = ϕk(AA
T )b, ϕk ∈ Pk .
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Exact and noise component in sk

sk = sexactk + snoisek
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Noise propagation in GK - behavior

The size of γk (on average) rapidly grows until it reaches the noise
revealing iteration krev. Then it decreases.

Example: shaw(400), reortogonalization in GK
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Influence of the loss of orthogonality

Comparison GK with and without reorthogonalization:
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Aggregation may be necessary [Gergelits, H., Kub́ınová - 18].
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Noise propagation in GK - large 2D problems

Example: δnoise ≈ 10−2, various physical noise, without ReOG
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paralleltomo,
N = 65160

There is no particular noise revealing iteration k , but rather a noise
revealing phase represented by a group of subsequent iterations k ,
see [H., Plešinger, Kub́ınová - 17].
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Noise propagation in GK - large 2D problems

Example: seismictomo, δnoise ≈ 10−2, without ReOG
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Cumulative periodogram (examining distribution of frequencies) of
s10 is flatter, thus s10 belong to the noise revealing phase.
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Application in regularization process

• Stopping criterion - before noise propagates seriously to sk .

• If krev can be identified, we can estimate the high frequency
part of e:

skrev ≡ (·) + γkreve
HF ≈ γkreve

HF

gives the estimate by scaled left bidiagonalization vector

ẽ ≡ γ−1
krev

skrev .

• We can obtain a cheap estimate of the unknown noise level
‖ e ‖/‖ b ‖, see [H., Kub́ınová, Plešinger - 16] for application in
image deblurring.
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Noise estimate for shaw(400)

White:
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Comparison of noise reduction to spectral filtering
shaw(400), white noise
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Outline

1. Inverse problems

2. Regularization by projection

3. Propagation of noise

4. Analysis of residuals

5. Hybrid methods

6. Conclusion
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Regularization based on GK

Recall that we are interested in the relation between

r̃ ≡ b − Ax̃ ←→ e.

For GK based methods with xk = Wkyk ∈ Kk(A
TA,ATb), we have

rk = Sk+1pk .
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Based on noise propagation in Sk , we can analyze CRAIG, LSQR,
LSMR by studing pk , see [H., Kub́ınová, Plešinger - 17].
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Residual of CRAIG method

min
x∈Kk (ATA,ATb)

‖x∗ − x‖ = min
y∈Rk

‖Lky − β1e1‖ , xk = Wkyk

Theorem: xCRAIGk is the exact solution to the consistent system

AxCRAIGk = b − ϕk(0)
−1sk+1.

Consequently, ‖rCRAIGk ‖ = |ϕk(0)
−1| ≡ |γk+1|

−1 reaches its
minimum in the noise revealing iteration.
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Comparison of the error and the residual

Measuring the size of the residual seems to be a valid stopping
criterion for CRAIG. The minimal error is reached approximately at
the iteration with the minimal residual.
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Residual of LSQR method

min
x∈Kk (ATA,ATb)

‖Ax − b‖ = min
y∈Rk

‖Lk+y − β1e1‖ , xk = Wkyk

Theorem: The residual corresponding to xLSQR
k satisfies

rLSQR
k =

1
∑k

l=0 ϕl(0)2

k∑

l=0

ϕl(0)sl+1.

Consequently, the size of the component of rk in the direction of sj
is proportional to the amount of propagated noise eHF in sj .
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Comparison of CRAIG and LSQR

Typically, LSQR can reach better approximation than CRAIG.
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Residual of LSMR method

min
x∈Kk (ATA,ATb)

‖AT (Ax − b)‖ = min
y∈Rk

‖LTk+1Lk+y − β1α1e1‖

Components of rk in LSMR behave similarly as in LSQR. The
errors resemble as long as |ψk(0)| (the absolute term of the
Lanczos polynomial for GK vectors wk) grows rapidly.
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Comparison of noise and residuals
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Comparison of the methods - large 2D problems

Example: seismictomo(100,100,200), white noise,
δnoise = 0.01, A ∈ R

20000×10000, no ReOG
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Comparison of reconstructions

Reconstructions for seismictomo(100,100,200). Iteration is
selected as k = argmaxk=1,2,...|ϕk(0)|.

exact solution noisy projections LSQR LSMR
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Outline

1. Inverse problems

2. Regularization by projection

3. Propagation of noise

4. Analysis of residuals

5. Hybrid methods

6. Conclusion
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Basic idea

Two stage inner (Krylov projection) - outer (direct) regularization.

Algorithm: Hybrid LSQR

• Golub-Kahan iterative bidiagonalization
• Lk+yk ≈ β1e1

• Tikhonov regularization of the projected problem
• yλ

k = argmin
y

{‖Lk+y − β1e1‖
2
2 + λ2‖y‖22}

• Parameter selection approach.

• Back projection xλk = Wky
λ
k

• Stopping criterion.

See [Calvetti, Reichel - 03], [Chung, Nagy, O’Leary - 08], [Kilmer, Hansen,
Español - 07], [Renaut, H., Mead - 10], [Chung, Palmer - 15], ...
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2D image deblurring

Examples: Satelite and grain test image, Gaussian blur, white
noise with δnoise = 0.05.
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2D image deblurring

Example: LSQR and LSMR with inner Tikhonov regularization

• overcomes the semiconvergence phenomenon,

• two regularization parameters (outer - number of iterations,
inner - direct regularizer) must be tuned.

59/64

Inverse problems Regularization by projection Propagation of noise Analysis of residuals Hybrid methods Conclusion

2D image deblurring - reconstructions
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Outline

1. Inverse problems

2. Regularization by projection

3. Propagation of noise

4. Analysis of residuals

5. Hybrid methods

6. Conclusion
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Conclusion

• Iterative projective regularization is a powerfull tool to solve
large problems.

• Noise propagates subsequentially to the projections, early
stopping is necessary.

• Combinations of projection and direct regularization is
advantageous.

• Constraints (e.g. nonnegativity or sparsity of the solution) can
be incorporated.
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Selected references
Software:

• S. Gazzola, P. C. Hansen, and J. G. Nagy: IR Tools Version 1.0,
2019.

• P. C. Hansen, and J. S. Jrgensen: AIR Tools II Version 1.0, 2018.

• P. C. Hansen: Regularization Tools Version 4.0, 2007.

Overview books:

• R C. Gonzalez, R. E. Woods: Digital Image Processing, Pearson,
4th Edition 2018.

• M. Hanke: A Taste of Inverse Problems: Basic Theory and
Examples, SIAM, 2017.

• P. C. Hansen: Discrete Inverse Problems: Insight and Algorithms,
SIAM, 2010.

• P. C. Hansen, J. G. Nagy, and D. P. O’Leary: Deblurring Images:
Matrices, Spectra, and Filtering, SIAM, 2006.
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Thank you for your
attention!
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Asynchronous iterative methods:

I �Theory and algorithms

II �Parallel implementation and applications

F.Magoulès

Université Paris-Saclay

The traditional scheme for parallel iterative algorithms is a synchronous method where a new
iteration is only started when all the data from the previous one has been received. Such
algorithms meet serious scalability limitation due to the synchronization procedure occurring
between the processors at the end of each iteration. Another kind of iterative scheme, called
asynchronous iterations, can help solve these scalability problems, but lead to several convergence
issues, as presented in the �rst talk.

Modifying an iterative scheme to make asynchronous iterations leads to several convergence
di�culties, but the implementation of such methods is also a challenge. Indeed, two di�erent
parallel executions will lead to di�erent numbers of iterations, and the asynchronous behavior will
make di�cult the computation of any stopping criteria. These aspects are discussed in the second
talk and illustrated on numerical experiments performed in parallel on large scale engineering
problems. Besides, the programming library developed is proved stable and powerful for the
implementation of any asynchronous iterative methods.



On the algebraic error in numerical solution

of partial di�erential equations

J. Papeº

Institute of Mathematics of the Czech Academy of Sciences, Prague

In the lectures we will present some di�culties and results in the numerical solution of algebraic
systems stemming from the discretization of partial di�erential equations (PDE).

In the �rst part, we will discuss several topics that are chosen to illustrate the role of algebraic
solvers in the overall solution procedure and to emphasize the interconnections with other phases
of the solution, such as discretization and preconditioning. We will try to point out that an
e�cient procedure requires thorough understanding of mutual relationships and close interaction
between all the phases.

We will use simple examples to illustrate some risks of using inappropriate error measures or error
estimates as well as to demonstrate possible di�erences between the errors of di�erent origin. We
will see that the algebraic and discretization errors can have very di�erent spatial distribution
over the computational domain. This provides a challenge for (not only) estimating the errors.

Then we will discuss a widely used residual-based error estimator that has been derived for the
Galerkin solution, i.e. asuming the exact solution of the associated algebraic system. We will see
that a generalization of the estimator in order to be used for computed, inexact approximation
requires a careful analysis and it results in a form with an additional unknown multiplicative
factor. We will also illustrate how an adaptive mesh re�ment based on this error estimator can be
a�ected when the estimator is evaluated for the Galerkin solution or a computed approximation.

Recalling brie�y the result of Málek and Strako² [1], we will show that any algebraic precon-
ditioning can be interpreted as a transformation of the discretization basis and, at the same
time, transformation of the inner product in the given (in�nite-dimensional) Hilbert space. This
underlines that discretization and preconditioning are tightly coupled.

We will also present an idea of backward interpretation of the algebraic error in the context of
numerical solution of PDEs. In numerical linear algebra, the backward error analysis is a widely
used concept of representing the inexactness of the computed approximation as a perturbation
of the original system. When solving a system arising from a �nite element discretization of a
PDE, we can ask ourselves if we can represent the (algebraic) inexactness as a transformation of
the discretization basis. On a simple example, we will see that such transformed basis can lose
its locality, i.e. the supports of transformed basis functions can be over the entire discretization
domain.

Finally, to end the �rst part with some more positive results, we will discuss two ideas on how
the information given by error estimates can be used to steer and speed-up the computation
of a new approximation. First, we will show that a lower bound for the algebraic error and a
simple iterative solver can be derived simultaneously using one lifting of the algebraic residual.
We have used this to derive an estimator and a multilevel solver that are robust with respect to
the polynomial degree of the �nite element discretization. Second, we will present an adaptive
preconditioner that aims at e�ciently reducing the algebraic error in the regions where it was
indicated as large.



In the second lecture, we will present an error estimator that uses a uni�ed framework to bound
from above the total and the algebraic errors. It involves no unknown or uncomputable factors
and allows to estimate the local distribution of the errors in the solution domain. The estimator
is based on so-called quasi-equilibrated �ux reconstruction and we will detail its construction.
The numerical results will be presented to demonstrate very good behaviour of the estimator.
On the other hand, not to claim that a question of error estimation is a fully resolved issue, we
must admit that the �ux reconstruction is a complex procedure and the evaluation of the error
estimator can be constly.

References

[1] J.Málek, Z. Strako²: Preconditioning and the Conjugate Gradient Method in the Context of
Solving PDEs. SIAM Spotlights, Chapter 8, 2015, https://doi.org/10.1137/1.9781611973846
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Problems with parametric/uncertain data
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Problems with parametric (uncertain) data

As an example,

−∇ ·a(x ,ξξξ )∇u(x ,ξξξ ) = f (x), (x ,ξξξ ) ∈ D×Γ,

with u(x ,ξξξ ) = 0 on ∂D×Γ, data 0 < α1 ≤ a(x ,ξξξ )≤ α2 < ∞.

Parametric data/random field a(x ,ξξξ )

a) Left:

well separated domains

with different characteristics

a(x ,ξξξ )
= a0(x)+χ1(x)ξ1 +χ2(x)ξ2

b) Right:

Karhunen-Loéve expansion,

truncated

(covariance, eigenvectors)
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Problems with parametric/uncertain data

Karhunen-Loéve expansion

Numerical computation needs discrete finite random field a(x ,ω).
Covariance operator c,

C(g)(x) =
∫

D
c(x ,y)g(y)dy , c(x ,y) = cov(a(x ,ω),a(y ,ω))

with eigenvalues λk and eigenfunctions ak (x), then

a(x ,ω) = a0(x)+
∞

∑
k=1

ξk (ω)
√

λk ak (x),

where ξk are uncorelated random variables with zero mean and unit variance.

Truncation, check atrunc(x ,ω)> 0.

Measure space L2
ρ (Γ)

Doob-Dynkin lemma: measure space L2
ρ (Γ), ρ(ξ ) = dP/dξ (instead of (Ω,Σ,P))

a(x ,ω) := a(x ,ξξξ (ω)), ξξξ (ω) = (ξ1(ω), . . . ,ξNξ
(ω)),

where the random variables ξi (ω) are iid with the joint probability density

ρ(ξξξ ) =

Nξ

∏
i=1

ρi (ξi ) and Γ =

Nξ

∏
i=1

Γi =

Nξ

∏
i=1

Im(ξi ).
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Problems with parametric/uncertain data

Data a(x ,ξξξ )

a) linear w.r.t. stochastic part

a(x ,ξξξ ) = a0(x)+

Nξ

∑
i=1

ai (x)ξi , or a(x ,ξξξ ) = a0(x)+

Nξ

∑
i=1

χi (x)ξi

b) non-linear w.r.t. stochastic part

a(x ,ξξξ ) = exp



ã0(x)+

Nξ

∑
i=1

ãi (x)ξi



=
Na

∑
j=0

aj (x)pj (ξξξ ),

Stochastic variables / parameters ξξξ = (ξ1, . . . ,ξNξ
) ∈ Γ

Probability distribution N(0,1), U(−1,1), etc.

Probability density / weight function ρ
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Working with such problems
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Where we can meet parametric problems

a) Studying

dependency of u

on the data

iso-lines

−(a(x ,ξξξ )u(x ,ξξξ )′)′ = f (x)
ξξξ = (ξ1,ξ2)

iso-surfaces

linear elasticity

stiffness in three domains 2 : 3 : 1

ξξξ = (ξ1,ξ2,ξ2)
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Working with such problems
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Where we meet parametric problems (cont.)

b) Identifying parameters,

inverse problems

linear elasticity

ξξξ = (ξ1,ξ2)

Bayes methods

Metropolis-Hastings method

surrogate models

(figures by L.Gaynutdinova)

Blaheta, Béreš, Domesová, Pan, A comparison of deterministic and Bayesian inverse with application in

micromechanics, Applications of Mathematics, 2018
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Solution methods

Solution methods for parametric problems

a) Monte Carlo methods

+ nonintrusive, multilevel Monte Carlo methods, universal

- time consuming (unless applied in parallel), generating samples, lack of guaranteed

error bounds

b) Collocation methods (w.r.t. stochastic variables)

+ nonintrusive, sparse grids, nested grids (Clenshaw-Curtis quadrature)

- curse of dimensionality, discrete approximation measure, lack of guaranteed error

bounds

c) Stochastic Galerkin methods / stochastic finite element methods

+ integral approximation measure, various post-processing of results,

guaranteed error bounds

- intrusive (unless using double-orthogonal approximation polynomials), large linear

systems, coupled problem, curse of dimensionality

(SNA 2021) Solvers for SGM 8 / 22

Stochastic Galerkin method (SGM)

Stochastic Galerkin method / stochastic FE method

As example

−∇ ·a(x ,ξξξ )∇u(x ,ξξξ ) = f (x), (x ,ξξξ ) ∈ D×Γ,

with u(x ,ξξξ ) = 0 on ∂D×Γ.

Stochastic variational form. Find u ∈ V = H1
0 (D)×L2

ρ (Γ) = L2
ρ (Γ,H

1
0 (D))

(Bochner space) such that

A (u,v) = F (v), v ∈ V .

Equality of moments.

Energy inner product and linear functional

A (u,v) =
∫

Γ

∫

D
∇v(x ,ξξξ ) ·a(x ,ξξξ )∇u(x ,ξξξ )ρ(ξξξ )dxdξξξ

F (v) =
∫

Γ

∫

D
f (x)v(x ,ξξξ )ρ(ξξξ )dxdξξξ .

Regularity and a priori convergence estimates

Babuska, Nobile, Tempone, Ghanem, Zouraris; Gittelson, 2009; Bespalov, Powell, Silvester, 2012
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Discretization

Discretization

Solution u(x ,ξξξ ) = ∑
NFE,Npol

r ,j=1
u(j−1)NFE+r φr (x)Ψj (ξξξ )

Approximation basis functions φr (x)Ψj (ξξξ ) ∈ V FE ×V pol ⊂ V

Finite element basis functions φr (x) ∈ V FE ⊂ H1
0 (D)

Orthogonal w.r.t. weight ρ polynomials Ψj (ξξξ ) = ψj1(ξ1) · · ·ψjNξ
(ξNξ

) ∈ V pol ⊂ L2
ρ (Γ)

Polynomials

Hermite pol. ρ(ξ ) = 1√
π

e−ξ 2/2, Legendre pol. ρ(ξ ) = 1
2 χ〈−1,1〉, etc.

Complete polynomials (total degree ≤ d) Npol =
(Nξ+d

Nξ

)

Tensor product (degrees ≤ di at ξi ) Npol = ∏
Nξ

i=1
(di +1)
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Discretization

Matrices

A(k−1)NFE+s,(j−1)NFE+r = A (ψsΦk ,ψrΦj )

=
∫

Γ

∫

D
∇ψsΦk ·a(x ,ξξξ )∇ψrΦj ρdxdξξξ

=
∫

Γ
ΦkΦj ρ

∫

D
∇ψs ·a(x ,ξξξ )∇ψr dxdξξξ

depend on data a(x ,ξξξ ); e.g. (slide 5)

A(k−1)NFE+s,(j−1)NFE+r =
∫

Γ
ΦkΦj ρ

∫

D

Na

∑
l=0

al (x)pl (ξξξ )∇ψs ·∇ψr dxdξξξ

=
Na

∑
l=0

∫

Γ
pl (ξξξ )ΦkΦj ρ dξξξ

∫

D
al (x)∇ψs ·∇ψr dx

=
Na

∑
l=0

(Gl )kj · (Kl )sr

A is s.p.d. (unless, e.g., Gauss distribution and high degree approximation)

b(k−1)NFE+s = F (ψsΦk ) =
∫

Γ

∫

D
f ψsΦk ρ dxdξξξ

Ernst, Ullmann, 2008
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Discretization
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Structures of matrices

Matrix A is not built. Sum of tensor products A = ∑
Nξ

l=0
Gl ⊗Kl

Examples:

a) a(x ,ξξξ ) = a0(x)+∑
3
i=1 ai (x)ξi , complete polynomials, d = 4

b) a(x ,ξξξ ) = a0(x)+∑
3
i=1 ai (x)ξi , tensor product polynomials, d1 = d2 = d3 = 2

c) a(x ,ξξξ ) = ∑
3
l=0 al (x)pl (ξξξ ), Na = 3, complete polynomials, d = 4

G0, G1, G2, G3

Every dot is a multiple

of an NFE ×NFE

”stiffness matrix” Kl
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Discretization

Structure of matrices

Linear a(x ,ξ ) = a0(x)+ξ1a1(x)+ξ2a2(x):

Nξ = 2, uniform distribution of ξi , Legendre polynomials, complete pol. d = 2

A =














K0
1√
3

K1
1√
3

K2 0 0 0

1√
3

K1 K0 0 2√
15

K1
1√
3

K2 0
1√
3

K2 0 K0 0 1√
3

K1
2√
15

K2

0 2√
15

K1 0 K0 0 0

0 1√
3

K2
1√
3

K1 0 K0 0

0 0 2√
15

K2 0 0 K0














,

K0, K1, and K2 are ”stiffness matrices”

corresponding to a0(x), a1(x), and a2(x), respectively

stiffness matrices

(Ki )rs =
∫

D ai (x)∇ψr (x)∇ψs(x)dx

Jacobi matrices

(Gi )jk =
∫

Γ ξiΦj (ξξξ )Φk (ξξξ )ρ(ξξξ )dξξξ
(G0)jk =

∫

ΓΦj (ξξξ )Φk (ξξξ )ρ(ξξξ )dξξξ = δjk 0 1 2 3 4 5 6 7

0

1

2

3

4

5

6

7
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Discretization

0 2 4 6

nz = 6

0

1

2

3

4

5

6

7

0 2 4 6

nz = 6

0

1

2

3

4

5

6

7

Double orthogonal polynomials

p0, p1, p2, . . . (infinite set) orthogonal on Γ⊂ R

∫

Γ
pj (z)pk (z)ρ(z)dz = δjk

p̃0, p̃1, p̃2, . . . p̃m (finite set) double-orthogonal on Γ⊂ R,

Lagrange polynomials with the set of nodes - roots of pm,

all of the degree m−1

∫

Γ
p̃j (z)p̃k (z)ρ(z)dz = δjk

∫

Γ
z p̃j (z)p̃k (z)ρ(z)dz = δjk

A is block diagonal matrix with different blocks.
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Solution methods for SGM and preconditioning

Solution methods

Conjugate gradient method with preconditioning

Preconditioning of Au = b is getting M such that M−1Au = M−1b is better solvable than

Au = b, and Mv = c is easy to solve. Also in an abstract form.

Preconditioning

1) Multigrid w.r.t. physical variable

Brezina, et al., 2014, Elman, Furnival, 2007

2) Multilevel w.r.t. stochastic variable . . . focused in this talk

3) Reduced basis, low rank approximations, rational Krylov subspace, etc.

vector u → tensorised matrix U, and

b = Au =

(
Na

∑
i=0

Gi ⊗Ki

)

u is the same as B =
Na

∑
i=0

KiUGT
i

Matthies et al., 2014; Powell, Silvester, Simoncini, 2016; Powell, Silvester, Simoncini, 2018; Audouze, Nair, 2019
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Solution methods for SGM and preconditioning

Multilevel preconditioning with respect to stochastic variable
(

A = ∑
Na

i=0
Gi ⊗Ki

)

Mean based - diagonal blocks - Powell, Elman, 2009; etc.

Mmean = G0 ⊗K0

Kronecker product preconditioner - Ullmann, 2010

MKron = G0 ⊗K0 +
Na

∑
i=1

βi Gi ⊗K0, βi =
tr(K0

T Ki )

tr(K0
T K0)

Symmetric block Gauss-Seidel - Bespalov, Loghin, Youngnoi, arXiv 2020

MSBGS =

(

G0 ⊗K0 +
Na

∑
i=1

Li ⊗Ki

)

(G0 ⊗K0)
−1

(

G0 ⊗K0 +
Na

∑
i=1

Li
T ⊗Ki

)

, Li +Li
T =Gi

Two-by-two blocks and Schur complement - Sousedı́k, Ghanem, Phips, 2013

Block diagonal precoditioner with large blocks - P., Kubı́nová, 2020

Overview - Crowder, Adaptive and Multilevel Stochastic Galerkin Finite Element Methods, Ph.D. Thesis,

2020
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Numerical examples

Numerical experiments

1D diffusion equation, NFE = 20, complete polynomials, maximum degree d ,

number of stoch. variables Nξ , ξi uniformly distributed in [−1,1]

Table: Mean based, Kronecker and SBGS preconditioning.

κ(M−1A) CG steps

Nξ d no mean Kron SBGS no mean Kron SBGS

1 1 252.8 2.1 1.6 1.1 39 10 8 5

1 3 317.5 3.1 2.0 1.2 71 13 9 5

1 7 345.4 3.7 2.3 1.2 103 14 10 5

2 1 256.2 2.1 1.6 1.1 56 10 8 5

2 3 335.5 3.9 2.5 1.3 99 14 11 6

2 7 387.9 6.1 3.6 1.5 125 17 13 6

3 1 262.6 2.1 1.6 1.2 60 10 7 5

3 3 372.6 4.2 2.8 1.4 112 14 11 6

3 7 462.6 7.8 5.0 1.8 142 20 15 7
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Our contribution

Our contribution

Improving guaranteed spectral bounds for preconditioned matrix M−1A based on

— orthogonal polynomial properties

— data of problems associated to A and M - element-by-element

— for many kinds of distribution of data

P., 2016; Kubı́nová, P., 2020, Plešinger, P., 2018

Our approach - connected to and based on classical condition number estimates for

algebraic multi-level (AML) preconditioning

Eijkhout, Vassilevski, Axelsson, Neytcheva, Blaheta, Kraus

Patterns of blocks of M:

MC =








X

X
X

X
X

X







, MC =








X X X

X X
X X

X
X

X







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Our contribution

Our contribution (cont.)

Patterns of blocks of M:

MTP =
















X
X

X

X
X

X

X
X

X
















, MC =










X

X
X

X
X

X










,

MTP =
















X X
X X X

X X

X X
X X X

X X

X X
X X X

X X
















.

MTP =
















X X X
X X X X

X X X

X X X
X X X X

X X X

X X
X X X

X X
















, MC =










X X X

X X
X X

X
X

X










.
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Our contribution

Our contribution (cont.)

Numerical experiment.

−(a(x ,ξξξ )u(x ,ξξξ )′)′ = f (x),

D = (0,1), Nξ = 3, a(x ,ξξξ ) = a0(x)+ξ1a1(x)+ξ2a2(x)+ξ3a3(x),
ξi ∈ [−1,1], i = 1,2,3.

Problem 1: Problem 2:

0 0.5 1

0

0.5

1

0 0.5 1

0

0.5

1
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Our contribution

Our contribution (cont.)

Table: Block-diagonal preconditioning of Problem 1 and Problem 2. New and classical bounds.

d κ(A) cclass c λmin(M
−1A) λmax(M

−1A) c cclass c/c

Problem 1

1 458.42 0.76 0.80 0.83 1.17 1.20 1.24 1.51

2 498.47 0.68 0.73 0.76 1.24 1.27 1.32 1.75

. . .

6 546.55 0.61 0.67 0.69 1.31 1.33 1.39 2.26

7 550.80 0.61 0.66 0.68 1.32 1.34 1.39 2.29

Problem 2

1 947.79 -0.65 0.45 0.45 1.56 1.56 2.65 3.43

2 1596.34 -1.21 0.26 0.26 1.74 1.74 3.21 6.57

. . .

6 4576.93 -1.71 0.10 0.10 1.90 1.90 3.71 19.34

7 5294.63 -1.74 0.09 0.09 1.91 1.91 3.74 21.80

P., 2015, 2016, 2017; Kubı́nová, P., 2020
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Conclusion

Conclusion

PDE with (stochastic) parameters - many methods, demanding

Variational approach - stochastic Galerkin method

Precoditioning – a posteriori error estimates – adaptivity

A posteriori error estimates

Bespalov, Powell, Silvester, 2014; Eigel, Merdon, 2014; Khan, Bespalov, Powell, Silvester, 2020

Adaptivity

Eigel, Gittelson, Schwab, Zander, 2014; P., 2015; Bespalov, Praetorius, Ruggeri, 2020

Relatively short history; many recent results; still developing

Using as much information about A and M as possible

Spectral estimates of M−1A (matrix pencil) - sharp new bounds based on

element-by-element approach

P., 2016; Kubı́nová, P., 2017; Plešinger, P., 2018

Estimates of all eigenvalues of preconditioned matrices
Gergelits, Mardal, Nielsen and Strakoš, 2019; Gergelits, Nielsen, Strakoš, 2020;

Ladecký, P., Zeman, 2020; P., Ladecký, submitted

Our new method described in Martin Ladecký’s talk at SNA 2021.
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